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UNIVERSAL CONSTRUCTION IN MONOIDAL AND
NON-MONOIDAL SETTINGS, THE BRAUER ENVELOPE, AND

PSEUDOCHARACTERS

MEE SEONG IM, MIKHAIL KHOVANOV, AND VICTOR OSTRIK

Abstract. This paper clarifies basic definitions in the universal construction of topo-
logical theories and monoidal categories. The definition of the universal construction is
given for various types of monoidal categories, including rigid and symmetric. It is also
explained how to set up the universal construction for non-monoidal categories. The
second part of the paper explains how to associate a rigid symmetric monoidal category
to a small category, a sort of the Brauer envelope of a category. The universal construc-
tion for the Brauer envelopes generalizes some earlier work of the first two authors on
automata, power series and topological theories. Finally, the theory of pseudocharacters
(or pseudo-representations), which is an essential tool in modern number theory, is in-
terpreted via one-dimensional topological theories and TQFTs with defects. The notion
of a pseudocharacter is studied for the Brauer categories and the lifting property to
characters of semisimple representations is established in characteristic 0 for the Brauer
categories with at most countably many objects. The paper contains a brief discussion
of pseudo-holonomies, which are functions from loops in a manifold to real numbers
similar to traces of the holonomies along loops of a connection on a vector bundle on
the manifold. It concludes with a classification of pseudocharacters (pseudo-TQFTs)
and their generating functions for the category of oriented two-dimensional cobordisms
in the characteristic 0 case.
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1. Introduction

This paper clarifies the basic setup for the universal construction of topological theories
and monoidal categories. Furthermore, it proposes a generalization of the Brauer cate-
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gory that starts with a category C and forms a category of one-dimensional cobordisms
decorated by objects and morphisms of C. The universal construction is investigated for
this decorated Brauer category of C. It is also explained that the notion of a pseudochar-
acter, essential in modern algebraic number theory, can be described in the language of
the universal construction for the Brauer category of a category with one object, as a
lifting property from a topological theory to a one-dimensional topological quantum field
theory (TQFT) with defects.

The universal construction [BHMV95, FKNSWW05, Kho04, RW20, Kho20, KS24,
Mei23] starts with a category C of cobordisms or a similar monoidal category and a mul-
tiplicative evaluation α of closed cobordisms (more generally, a multiplicative evaluation
of the abelian monoid EndC(1) of endomorphisms of the identity, or the unit, object).
The evaluation takes values in some commutative ring or semiring R. One then passes
to the category RC of R-linear combinations of morphisms in C. The category RC carries
an equivalence relation, where two morphisms are equivalent if and only if no matter how
they are extended to endomorphisms of the unit object 1 and evaluated via α, the evalu-
ations are equal. The resulting quotient category Cα is R-linear and monoidal and often
gives rise to a topological theory, a weak analogue of a TQFT, which to an object X of
C associates its state space A(X) ∶= HomCα(1,X) and to a morphism f ∈ HomC(X1,X2)
a map A(f) ∶ A(X1) Ð→ A(X2). This assignment is a lax monoidal functor Aα from C to
the category R−mod of R-modules:

Aα ∶ C Ð→ R−mod, X z→ A(X), (1.1)

A(X1) ⊗R A(X2) Ð→ A(X1 ⊗X2), X1,X2 ∈ Ob(C). (1.2)

It is lax monoidal in the sense that maps in (1.2) exist but are not isomorphisms, in
general (isomorphism property would make the functor Aα monoidal).

This paper consists of three parts:

• Section 2 explain the universal construction in general monoidal categories and non-
monoidal categories.

• Section 3 describes the Brauer category of C of one-cobordisms between the zero-
manifolds decorated by objects and morphisms of C. It also explains its general-
ization when one-cobordism may have inner endpoints that do not belong to the
outer boundary of the cobordism. Universal construction for the Brauer categories
is then considered.

• Sections 4 and 5 explore the relation between pseudocharacters and topological
theories.

In Section 2.1 we give a definition of the universal construction in general monoidal
categories, requiring a multiplicative homomorphism α ∶ EndC(1) Ð→ R from the abelian
monoid of endomorphisms of the identity (unit) object to a commutative semiring R. We
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explain how various properties of R and C, including R being a commutative ring and C
being symmetric or rigid, simplify the definition and study of the universal construction.

In Section 2.3 we propose a setup for the universal construction when the category C is
not monoidal. One then substitutes the unit object 1 by collections of starting and ending
objects. The state space of an object X is an R-module generated by morphisms from
starting objects to X subject to relations on R-linear combinations on these morphisms
that come from composing with morphisms from X to ending objects and evaluating
compositions via α. We further generalize this setup in Section 3.11, replacing collections
of starting and ending objects by a pair of presheaves of sets, one for C and one for Cop.

Section 3.1 defines the Brauer envelope or the Brauer category B(C) of a small cat-
egory C. One can think of it as the category of oriented one-dimensional cobordisms
decorated by morphisms of C between oriented zero-manifolds decorated by objects of
C. Composition of basic cobordisms produces loops decorated by endomorphisms in C
subject to a suitable equivalence relation. That section also explains the Poincaré dual
construction, where cobordisms carry 0-dimensional defects decorated by morphisms of C
while intervals bounded by these defects are decorated by objects of C.

Section 3.7 describes the universal construction for the Brauer category, where each
loop x in B(C) is assigned an element α(x) in a commutative semiring R. This results
in an R-linear rigid symmetric monoidal category Bα(C) and a chain of categories and
functors

C Ð→ B(C) Ð→ RB(C) Ð→ Bα(C),
with the first arrow – an “inclusion” of C into its Brauer envelope, the second arrow
being R-linearization of the Brauer category and the third arrow given by the universal
construction for evaluation α.

In Section 3.8 we consider more general C-decorated one-cobordisms that may termi-
nate (end) in the “middle” of the cobordism, that is, not at the boundary of the cobordism
which describes the source and target of a morphism in B(C). These additional endpoints
are called inner or floating endpoints. Section 3.11 describes a general framework for
such cobordisms, via a pair of presheaves of sets on C and Cop, and explains the univer-
sal construction in this case. The non-monoidal universal construction for this setup is
exhibited there as well.

Section 4 starts by explaining the lifting problem of realizing evaluations via TQFTs,
see Section 4.1. An essential tool in the modern theory of Galois representations is the the-
ory of pseudocharacters (or pseudorepresentations) [Tay91, Car94, Rou96, Nys96, Dot11,
Bel12, Bel21, WWE17, WE13]. Pseudocharacters can be traced back to the turn of the
20th century, when related structures (group determinants) motivated Frobenius to de-
velop the theory of characters of finite groups, see [Joh19] and [Dot11, Remark 1]. We
explain that pseudocharacters can be thought of as evaluations α for the Brauer category
of a category CG with a single object X and the group or monoid G of endomorphisms of
X. Evaluations that are pseudocharacters have an additional property that the antisym-
metrizer of X⊗(d+1) is identically 0 for some d. Surprisingly, that is often enough to imply
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that the evaluation can be realized as the character of a representation. A realization of a
pseudocharacter as the character of a representation V can be interpreted as the lifting of
the corresponding evaluation (or a topological theory) to a one-dimensional TQFT with
defects. This can be presented as a diagram in Figure 1.0.1.

representation of G

lifting

pseudocharacter of G

1D TQFT with G-defects

lifting topological theory
to a TQFT

topological theory for B(CG)
with antisymmetrizing property

Figure 1.0.1: The correspondence between pseudocharacters/representations and one-
dimensional topological theories/TQFTs.

In Section 4.11 we consider the distributed case of this correspondence, when C has
more than one object. One potential application of the distributed case is to pseudo-
holonomies, that is, functions on closed paths in a manifold M that behave like traces
of the holonomy of a connection on a vector bundle over M , see Section 4.19. We also
discuss the case of inner endpoints, so that an evaluation is defined for both decorated
circles and intervals, see Section 4.17.

In Section 5 we study pseudocharacters beyond the one-dimensional case. We review
two-dimensional TQFTs and their generating functions. A pseudocharacter α for the
category Cob2 of two-dimensional cobordisms produces a pseudocharacter for the Brauer
category with inner endpoints and one unlabeled defect. Additional properties of that
pseudocharacter (and restricting to fields of characteristic 0) allow to constraint the gen-
erating function of α and show that it coincides with the generating function of some
two-dimensional TQFT. The resulting classification of pseudocharacters of Cob2 is stated
in Theorem 5.14.

Pseudocharacters for more general monoidal categories may find applications beyond
number theory, for instance, in the deformation theory for TQFTs.

Calling the rigid tensor envelope B(C) the Brauer category of C is motivated by the
following example. The familiar oriented Brauer category, see [BCNR17] for an exposition,
is a special case of our construction when C is a category with one object X and a single
morphism (the identity morphism of X). Then endomorphisms of the identity object in
the rigid symmetric monoidal category B(C) are powers of the circle SX (a circle decorated
by the morphism idX), see Figure 4.4.1. One can then pass to the R-linear extension
RB(C) of C by forming linear combinations of morphisms, and then impose the relation
α(SX) = λ ∈ R saying that a circle evaluates to λ, for a commutative ring R, often a field.
The resulting category is usually called the oriented Brauer category.

The next step is to pass to the negligible quotient of this category, which is equivalent
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to doing the universal construction for this evaluation α. When λ = n ∈ Z+, the negligible
quotient can be interpreted via the representation category of GL(n).

P. Deligne and J.S. Milne constructed a family of rigid, symmetric monoidal cat-
egories Rep(GL(λ)), where λ ∈ C, see [DM82, Del90]. When λ /∈ Z, Rep(GL(λ)) is a
semisimple tensor category satisfying a certain universal property. Further developments
of the semisimplification of the tilting categories of GL(n), SL(n), and PGL(n) in prime
characteristic appear in [BEAEO20, EO22].

More generally, when C has a single object X, the category C can be described
by the monoid G of endomorphisms of X and denoted CG. It is this case that re-
lates to pseudocharacters. Beyond the topological theory interpretation of pseudochar-
acters, the Brauer categories B(CG), together with the categories Bα(CG) (sometimes
called interpolation categories, see later), naturally appear in the topological theory
and TQFT interpretations of formal rational power series, regular languages and au-
tomata [Kho24, IK22, IK21, GIKKL23].

The Brauer categories B(CG) are an implicit intermediate step in the construction of
Frobenius Heisenberg categories in [BSW21]. In the more restricted case, when C has a
single object X and EndC(X) is a free monoid with a generating morphism x ∶ X Ð→
X, the Brauer category B(C) and the category Bα(C) appear as intermediate categories
in various categorifications of the Heisenberg algebra [Kho14, BSW20]. Replacing the
symmetric group by the nilHecke algebra, related categories appear in a categorification
of the quantum sl(2), see [Lau10].

The Brauer categories with inner endpoints (where one allows one-manifolds to end
in the middle of a cobordism), considered in Sections 3.8, 3.11, and their interpolations
generalize the rook Brauer algebra and category [Hd14, Hu20], which correspond to the
case of C with a single object, single (identity) morphism and its action on one-element
sets. Inner endpoints describing morphisms to and from the unit object in monoidal
categories also appear, for instance, in [KS15, Kho24, IK24, KT19].

Acknowledgments. M.K. and M.S.I. would like to thank Dublin Institute for
Advanced Studies and Sergei Gukov for providing productive working environment during
a workshop in November 2022 where this work was started. The authors are grateful
to Yakov Kononov and Eric Urban for interesting discussions. The authors thank the
anonymous referee for a very thorough feedback on this manuscript. M.K. would like
to acknowledge partial support from NSF grant DMS-2204033 and Simons Collaboration
Award 994328.

2. Universal construction in monoidal and non-monoidal settings

Throughout the paper it is assumed that all categories are small, including the categories
C below.

2.1. Universal construction for general monoidal categories. In the uni-
versal construction of topological theories, one starts with a monoidal category C. Endo-
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morphisms EndC(1) of the identity object constitute a commutative monoid. One picks
a commutative ring or a commutative semiring R and selects a multiplicative map

α ∶ EndC(1) Ð→ R, (2.1)

so that
α(1) = 1, α(xy) = α(x)α(y), x, y ∈ EndC(1). (2.2)

The category C typically has a set-theoretic or a topological origin, and the hom spaces
HomC(X1,X2) in it are just sets. One then passes to the R-linear closure RC of C, which is
a monoidal category with the same objects as C, but morphisms in RC are finite R-linear
combinations of morphisms in C, with the composition given by extending composition
in C bilinearly to linear combinations of morphisms. Evaluation α extends R-linearly to
a homomorphism of commutative semirings, also denoted α:

α ∶ EndRC(1) ≅ REndC(1) Ð→ R. (2.3)

Next, define the category Cα to be a quotient category of RC, with the same objects as
in RC and C. Two morphisms f1, f2 ∶X1 Ð→X ′1 in RC are α-equivalent if for any objects
X0,X2 and any morphisms

⊂ − ∶ 1Ð→X0 ⊗X1 ⊗X2,

⊂
− ∶X0 ⊗X ′1 ⊗X2 Ð→ 1 (2.4)

in C (or, equivalently, in RC) the following relation holds

α(
⊂

− ○ (idX0 ⊗ f1 ⊗ idX2) ○ ⊂ −) = α(

⊂

− ○ (idX0 ⊗ f2 ⊗ idX2) ○ ⊂ −), (2.5)

see Figure 2.1.1.

α f1

X ′1

X1

X2X0 = α f2

X ′1

X1

X2X0

Figure 2.1.1: Diagrammatic presentation of the relation (2.5), in the universal construction
for an arbitrary monoidal category and a commutative semiring R.

In other words, we close up or complete f1, f2 in the same way to endomorphisms of
1 and require that the two closures evaluate to the same element of R.

The category Cα is R-linear monoidal. By an R-linear category, we mean a category
where hom spaces are R-modules and composition of morphisms is R-bilinear.
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By the right state space Ar(X) of X ∈ Ob(C) = Ob(Cα) we mean HomCα(1,X). Like-
wise, define the left state space Aℓ(X) of X ∈ Ob(C) = Ob(Cα) as HomCα(X,1), so that

Aℓ(X) ∶= HomCα(X,1), Ar(X) ∶= HomCα(1,X). (2.6)

Our convention for left vs. right state spaces comes from observing that the composition

1
g←ÐX

f←Ð 1 (2.7)

is written as gf , with g ∈ Hom(X,1) on the left of gf and f ∈ Hom(1,X) on the right.
Any morphism f ∶X Ð→X ′ in C, in RC or in Cα, induces R-linear maps of state spaces

Ar(f) ∶ Ar(X) Ð→ Ar(X ′), Aℓ(f) ∶ Aℓ(X ′) Ð→ Aℓ(X). (2.8)

The maps Ar(f), respectively Aℓ(f), are covariant, respectively contravariant, for the
composition of morphisms, Ar(fg) = Ar(f) ○Ar(g), Aℓ(fg) = Aℓ(g) ○Aℓ(f).

The collection of state spaces {Ar(X)}X∈Ob(C) and maps {Ar(f)}f∈HomC(X1,X2)
, where

X1,X2 ∈ Ob(C), gives a functor Aα,r (or just Ar) from C to R−mod, which factors to a
functor Cα Ð→ R−mod, also denoted Ar. This functor

Ar ∶ Cα Ð→ R−mod

describes a topological theory for C, a weaker (or lax) version of a TQFT with morphisms

Ar(X1) ⊗R Ar(X2) Ð→ Ar(X1 ⊗X2)

replacing corresponding isomorphisms in the definition of a TQFT, where ⊗ on the right
stands for the tensor product in C and ⊗R on the left denotes the tensor product of R-
semimodules over a commutative semiring R. Likewise, the state spaces Aℓ(X) and maps
Aℓ(f) for morphisms f in C, defined similarly to Ar(f), give a contravariant functor Aα,ℓ

(or just Aℓ) from C to R−mod, which descends to a functor

Aℓ ∶ Cα Ð→ (R−mod)op,

see Figure 2.1.2 for both functors Ar,Aℓ.

Since R is commutative, there is no difference between left and right R-modules.
Section 2.3 discusses the non-monoidal version of the universal construction, for possibly
non-commutative R, where the target categories for functors Aℓ and Ar differ by being
those of left, respectively right R-modules, see Figure 2.4.1.

The pairing
( , )X ∶ Aℓ(X) ×Ar(X) Ð→ EndCα(1) ≅ R (2.9)

is R-bilinear (in the sense of linearity over a commutative semiring R) and nondegenerate,
in the sense that for different elements f, f ′ ∈ Aℓ(X) there exists g ∈ Ar(X) with (f, g) /=
(f ′, g), and likewise for the other coordinate.
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C RC Cα
Ar R−mod

(R−mod)opAℓ

Figure 2.1.2: Diagram of categories and functors for the universal construction on an
evaluation α in a monoidal category C.

2.2. Remark. Instead of starting with C and then first passing to RC, one can start with
a monoidal category C which is already R-linear and do the quotient construction for it
given an R-linear evaluation α, see also [Mei23].

There are important special cases of this construction:

I. R is a commutative ring rather than just a semiring. In this case the terms can
be moved to one side of the equation (2.5). Define f ∶ X1 Ð→ X ′1 to be α-equivalent to
0 ∈ HomRC(X1,X ′1) if

α(

⊂

− ○ (idX0 ⊗ f ⊗ idX2) ○ ⊂ −) = 0 (2.10)

for all objects and morphisms as in (2.4). The collection I of morphisms α-equivalent
to zero morphisms between various pairs of objects is a two-sided ideal in RC, and Cα is
isomorphic to the quotient category RC/I.

State spaces Aℓ(X),Ar(X) are R-modules, and the nondegenerate pairing (2.9) is one
of R-modules.

One can pass to the Karoubi closure Kar(Cα) by allowing finite direct sums of objects
and adding objects for idempotent morphisms. This is especially useful when R is a
commutative ring, or, even better, a field, see [KS24, KOK22, KL23, Mei23]. It is not
clear how useful passing to the Karoubi closure is when R is only a semiring, not a ring.

II. C is symmetric monoidal. In most papers on the universal construction, the cate-
gory C is symmetric. Categories of abstract cobordisms tend to be symmetric monoidal,
while, for instance, the category of 1-dimensional cobordisms embedded in R2 is monoidal
but not symmetric, and the universal construction for such categories is investigated
in [KL23].

With C symmetric, consider the morphisms in (2.4). The objects X0,X2,X ′0 in these
morphisms can be flipped to one side of each tensor product, which allows to further
reduce to the case X2 = 1. The maps in (2.4) and the equation in (2.5) simplify to

∪● ∶ 1Ð→X0 ⊗X1, ∩● ∶X0 ⊗X ′1 Ð→ 1, (2.11)

α(∩● ○ (idX0 ⊗ f1) ○ ∪●) = α(∩● ○ (idX0 ⊗ f2) ○ ∪●), (2.12)

see Figure 2.2.1. The category Cα is then symmetric monoidal as well.

III. C is rigid monoidal. The category Cα is rigid [EGNO15] if C is rigid. In this case
morphisms and diagrams in (2.4), (2.5) and Figure 2.1.1 admit only a slight simplification:
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α f1

X ′1

X1

X0 = α f2

X ′1

X1

X0

Figure 2.2.1: A simplification of the universal construction relations when C is symmetric
monoidal.

the line of X0 in Figure 2.1.1 can be bent to create a cup and a cap so as to convert

⊂

− to
a morphism X ′1 ⊗X2 Ð→X∗0 and to convert ⊂ − to a morphism X∗0 Ð→X1 ⊗X2.

Rigidity gives isomorphisms of left and right state spaces Aℓ(X) ≅ Ar(X∗) that are
intertwined by maps fℓ and (f∗)r, for f ∈ HomC(X1,X2), where f∗ ∶ X∗2 Ð→ X∗1 is the
dual to f , the morphism coming from the rigid structure.

IV. C is rigid symmetric monoidal. Then the category Cα is rigid symmetric monoidal
as well. This is the case when C is one of the categories of cobordisms, including categories
of n-dimensional cobordisms, cobordisms with defects, graphs or suitable CW-complexes
viewed as cobordisms. The universal construction has mostly been studied in this case.
Condition (2.4) can be further simplified in this case, requiring instead that for any
morphism g ∶X∗1 Ð→ (X ′1)∗ the two closures have the same α-evaluation:↷

X1 ∶ 1Ð→X1 ⊗X∗1 , ↷X′1
∶X ′1 ⊗ (X ′1)∗ Ð→ 1, (2.13)

α (↷X′1
○ (f1 ⊗ g) ○

↷

X1) = α (↷X′1
○ (f2 ⊗ g) ○

↷

X1) , (2.14)

where

↷

X ,↷X are the rigidity morphisms for the object X, also see Figure 2.2.2.

α f1 g

X ′1

X1

= α f2 g

X ′1

X1

Figure 2.2.2: Evaluation equation and diagrams when C is rigid symmetric monoidal.

If R is, additionally, a ring, see Case I above, one can further reduce to a single
morphism f ∶ X1 Ð→ X ′1 in RC and define for it to be α-equivalent to the zero morphism
if

α (↷X′1
○ (f ⊗ g) ○

↷

X1) = 0 (2.15)
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for any morphism g ∶ X∗1 Ð→ (X ′1)∗ in C. After that, one can form the quotient of RC
by the ideal I of morphisms α-equivalent to zero morphisms. The quotient RC/I is an
R-linear rigid symmetric monoidal category.

The three properties: R is a (commutative) ring, C is rigid, C is symmetric monoidal
can be imposed independently, resulting in eight cases of the universal construction, with
corresponding simplifications in the definition of the quotient category Cα. Five of these
eight cases are considered in I-IV above.

Papers on the universal construction for the most part specialize to categories of n-
dimensional cobordisms, often for manifolds with various decorations or for CW-complexes
with decorations and n = 2 (foams), see [BHMV95, FKNSWW05, Kho20, KS24, KL23,
KOK22] and references therein. Categories of cobordisms are usually rigid symmetric
monoidal.

Ehud Meir [Mei23] aptly renamed the universal construction to the interpolation of
monoidal categories. Meir emphasized that the universal construction can be viewed in
the general framework of rigid symmetric monoidal categories. In fact, the conditions
that C be rigid and symmetric can be dropped and one can consider interpolations for
any monoidal category, as explained above.

The monoidal categories can, informally, be viewed as the categories of generalized
one-dimensional cobordisms, especially when a monoidal category is given via generating
objects, generating morphisms, and defining relations. Generating morphisms can be
depicted as vertices with the “in” and “out” legs labeled by generating objects. Such a
morphism goes from the tensor product of objects for the “in” legs to the tensor product of
objects for the “out” legs. Monoidal compositions of these morphisms are then decorated
directed graphs, a kind of one-dimensional cobordisms.

2.3. Universal construction in a non-monoidal setting. It is possible to define
a version of the universal construction in general categories, not necessarily monoidal.
Suppose given a category C and a semiring R, not necessarily commutative. Pick sets of
objects Si, i ∈ I and Tj, j ∈ J . We refer to Si’s as source objects and to Tj’s as target
objects. For i ∈ I, j ∈ J , let αji be a map of sets

αji ∶ HomC(Si, Tj) Ð→ R. (2.16)

Denote the union of these maps by α = (αji)i,j.
To define the state spaces in this setup, start with the free right R-module Frr(X)

with a basis {[f]}f , where f ∈ ⊔i∈IHomC(Si,X). That is, the basis elements are given by
all morphisms from various starting objects Si to X, and an element of Frr(X) is a formal
finite linear combination ∑k fkak, ak ∈ R. Also define the free left R-module Frℓ(X) with
a basis {[g]}g, where g ∈ ⊔j∈JHomC(X,Tj). Its elements are finite linear combinations

∑m bmgm, bm ∈ R.
Define a pairing

( , )X ∶ Frℓ(X) × Frr(X) Ð→ R (2.17)
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by
([g], [f])X ∶= αji(gf), f ∈ Hom(Si,X), g ∈ Hom(X,Tj) (2.18)

and extending bilinearly. For finite linear combinations of fk’s and gm’s with i and j fixed,
define

(∑
m

bm[gm],∑
k

[fk]ak)
X

∶= ∑
m,k

bmαji(gmfk)ak,

fk ∈ Hom(Si,X), gm ∈ Hom(X,Tj),
(2.19)

and then extend by linearity to finite linear combinations of terms with different indices
i and different indices j. Notice that bm, ak and values of evaluations αji are elements of
a semiring R, noncommutative in general, and the order of the elements in the product
is important.

Two elements g1, g2 ∈ Frℓ(X) are called left α-equivalent if (g1, f) = (g2, f) for all
f ∈ Frr(X). Denote by Aℓ(X) the left R-module of equivalence classes. It is naturally a
quotient of the free left R-module Frℓ(X).

Two elements f1, f2 ∈ Frr(X) are called right α-equivalent if (g, f1) = (g, f2) for all
g ∈ Frℓ(X). Denote by Ar(X) the right R-module of equivalence classes. It is naturally a
quotient of the free right R-module Frr(X).

The natural R-bilinear pairing

Aℓ(X) ×Ar(X) Ð→ R (2.20)

is nondegenerate. A morphism f ∶X1 Ð→X2 in C induces R-linear maps

Ar(f) ∶ Ar(X1) Ð→ Ar(X2), Aℓ(f) ∶ Aℓ(X2) Ð→ Aℓ(X1). (2.21)

The maps Ar(f), over all morphisms f in C, define a representation of C, a covariant
functor

Aα,r = Ar ∶ C Ð→ mod−R (2.22)

from C to the category of right R-modules. The functor assigns the state space Ar(X) to
an object X and the map Ar(f) to a morphism f .

The maps Aℓ(f), over all morphisms f in C, define a representation of Cop, a functor

Aα,ℓ = Aℓ ∶ Cop Ð→ R−mod (2.23)

from the opposite category of C to the category of left R-modules. This functor assigns
the state space Aℓ(X) to an object X and map Aℓ(f) to a morphism f .

We summarize this as the following statement.

2.4. Proposition. The universal construction for the evaluation α as above results in

• state spaces Aℓ(X), X ∈ Ob(C), which are left R-(semi)modules and, via maps
(2.21), assemble into a contravariant functor Aα,ℓ ∶ Cop Ð→ R−mod,



26 MEE SEONG IM, MIKHAIL KHOVANOV, AND VICTOR OSTRIK

• state spaces Ar(X), X ∈ Ob(C), which are right R-(semi)modules and, via maps
(2.21), assemble into a covariant functor Aα,r ∶ C Ð→ mod−R.

Informally speaking, we probe the category C via source objects Si’s and target ob-
jects Tj’s and interpolate it via α, looking at morphisms from Si to Tj that factor through
various objects X. Relations on morphisms to X (and on morphisms from X) are in-
troduced through the evaluation α. When R is a ring (rather than just a semiring), the
construction is further simplified and Aℓ(X),Ar(X) are (left, respectively right) modules
over the ring R.

C RC Cα
Ar mod−R

(R−mod)opAℓ

Figure 2.4.1: Diagram of categories and functors for the universal construction when C is
not monoidal.

By analogy with Section 2.1 one can introduce the category RC, whose morphisms
are R-linear combinations of morphisms in C. However, when R is not commutative, the
functors Aα,ℓ and Aα,r do not seem to extend to the category RC. They can be extended to
ZC, where Z = Z(R) is the center of R. The category ZC has the same objects as C, while
morphisms in it are finite Z-linear combinations of morphisms in C. The composition
extends Z-bilinearly from that in C.

The evaluations αji in (2.16) extend Z-linearly to evaluations HomZC(Si, Tj) Ð→ R,
also denoted αji.

Next, we define α-equivalence on the morphisms as follows. Two elements f1, f2 ∈
HomZC(X1,X2) are α-equivalent if for any i ∈ I, j ∈ J and morphisms h1 ∶ Si Ð→ X1,
h2 ∶X2 Ð→ Tj, the following equality holds:

αji(h2f1h1) = αji(h2f2h1). (2.24)

Writing these elements as Z-linear combination of elements of HomC(X1,X2),

f1 = ∑
k

z1,kf1,k, f2 = ∑
k′
z2,k′f2,k′ , z1,k, z2,k′ ∈ Z, f1,k, f2,k′ ∈ HomC(X1,X2), (2.25)

we rewrite equation (2.24) as

∑
k

z1,k αji(h2f1,kh1) = ∑
k′
z2,k′ αji(h2f2,k′h1). (2.26)

Thus, we compose f1,k, f2,k′ with a morphism from one of the starting objects Si and, on
the other side, with a morphism to one of the ending objects Tj to get morphisms h2f1,kh1

and h2f2,k′h1 from Si to Tj and then evaluate via αji.
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Define Cα to be the category with the same objects as C, and HomCα(X1,X2) are α-
equivalence classes of elements of HomZC(X1,X2), that is, finite Z-linear combinations
of morphisms in HomC(X1,X2) modulo the equivalence relation built from α, see above.
The functors Aα,ℓ and Aα,r extend to functors on the category Cα.

2.5. Example. Let C be a free category on one object X and a finite set Σ of generating
morphisms. Then EndC(X) is the free monoid Σ∗ on Σ. We choose X as the unique
source and the unique target object. Finite length words ω = a1⋯an, ai ∈ Σ in letters Σ,
are in a bijection with endomorphisms of X, and the evaluation function α assigns λω ∈ R
to each ω ∈ Σ∗.

The evaluation α is then encoded in the noncommutative power series,

α = ∑
ω∈Σ∗

λωω, λω ∈ R,

with coefficients in R. Alternatively, one can refer to α as an R-valued language.
The state space Aℓ(X) is a left R-module and carries a right action of the monoid Σ∗.

Using the opposite monoid Σ∗op of Σ∗, the two actions can be combined into a left action
of the monoid algebra R[Σ∗op].

The state space Aℓ(X) is spanned by vectors ⟨ω∣, over words ω ∈ Σ∗. This space is
a cyclic left R[Σ∗op]-module with the initial vector ⟨∅∣ and a nondegenerate trace map
given by α.

If Aℓ(X) is a finitely-generated R-module, one says that the R-valued language α is
recognizable. Then picking a free R-module cover Ãℓ(X) Ð→ Aℓ(X) together with a lift
of the cyclic vector ⟨∅∣ gives a weighted automaton over Σ for the R-valued language α.
We refer for details on weighted automata to [BR11, Section 1.6] and [DKV09].

When R = B ∶= {0,1∣1 + 1 = 1} is the Boolean semiring, one recovers both nonde-
terministic and deterministic finite state automata (FSA) from the state space Aℓ(X),
see [IK22]. The minimal deterministic FSA for the language L = α−1(1) is given by the
subset Q ⊂ Aℓ(X) of pure states, of the form ⟨ω∣, where ω ∈ Σ∗, rather than their Boolean
combinations. Minimal nondeterministic FSA are given by taking minimal free B-module
covers of Aℓ(X) and lifting the action of Σ and the cyclic vector to them.

More generally, when R is a commutative semiring, the state spaces Aℓ(X) can be
extended from a single object X to an entire rigid symmetric monoidal category of one-
dimensional Σ-decorated cobordisms. This extension requires additionally choosing a
circular R-valued series α○, to evaluate circles decorated by necklaces of letters from
Σ, see [IK22, Kho24]. The original series α evaluates intervals decorated by chains of
letters from Σ. This extension is only possible for commutative R, since intervals and
circles give generators of the endomorphisms of the identity object of the one-dimensional
cobordism category and commute (float past each other). For noncommutative R, only a
non-monoidal construction above seems possible.

In [IK22], the universal construction was constructed on the monoidal category of
one-dimensional cobordisms with defects, and the data for α required an additional cir-
cular series, also producing a monoidal category. Doing it in the non-monoidal setting, as
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above, requires only noncommutative power series, recovers the familiar notion of a non-
deterministic automaton in the special case R = B but does not give a monoidal category.
It does work for an arbitrary noncommutative semiring R, unlike the monoidal setting
which requires R to be commutative.

3. Brauer envelopes of categories

3.1. Brauer envelope of a category. Starting with a small category C, where
objects constitute a set, we construct a rigid symmetric category B(C) which we call
the Brauer envelope of C. The idea is to start with oriented one-manifolds, viewed as
cobordisms between oriented zero-manifolds, decorate zero-manifolds by objects of C and
one-manifolds by morphisms in C. This further requires allowing dots (zero-dimensional
defects) on one-manifolds labeled by objects of C, while intervals between these defects
are labeled by morphisms, in a compatible way. Such a defect with morphisms on both
of its sides can be erased, with the pair of morphisms replaced by their composition.
The construction also produces loop (circles) labeled by endomorphisms of objects in C,
modulo a suitable equivalence relation.

More carefully, objects of B(C) are finite sequences X = (Xε1
1 , . . . ,Xεn

n ) of pairs Xεi
i =

(Xi, εi) which are (object of C, sign), where a sign εi ∈ {+,−} is thought of as an orientation
of a point. The empty sequence ∅0 is the identity object of B(C). The category B(C) is
rigid symmetric monoidal with the following generating morphisms:

• for each morphism β ∈ HomC(X,Y ) morphisms

β+ ∶X+ Ð→ Y +, β− ∶ Y − Ð→X−, β ↶∶X+ ⊗X− Ð→ ∅0, β ↶∶ ∅0 Ð→X− ⊗X+,

• transposition morphisms

Xε1 ⊗ Y ε2 Ð→ Y ε2 ⊗Xε1 , ε1, ε2 ∈ {+,−},

see Figure 3.1.1. Implicitly, we assume that the two intervals in the diagram of a trans-
position morphism carry the identity morphisms of X and Y . We then define cup and
cap morphisms for the opposite orientation as in Figure 3.1.2.

Monoidal composition of these generating morphisms results in diagrams of oriented
arcs and circles (oriented one-dimensional cobordisms) with vertices labeled by objects of
C and oriented edges labeled by morphisms in C from the source to the target vertex of the
edge. The diagrams can be simplified using the composition in C: a pair of composable
morphisms β ∶ X Ð→ Y , γ ∶ Y Ð→ Z corresponds to a decorated one-manifold with an
inner vertex labeled Y as in Figure 3.1.3 and a morphism X+ Ð→ Z+. We impose the
simplification relation allowing to erase that vertex and replace the pair of edges by one
edge labeled by the composition γβ, and likewise for the opposite orientation.
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Y +

X+

ββ+ ∶

X−

Y −

ββ− ∶

Y + X−

β
β ↷∶

Y − X+

ββ ↷∶

Y + X+

X+ Y +

Y + X−

X− Y +

Figure 3.1.1: Top row: the generating morphisms in B(C) associated to β ∈ HomC(X,Y ).
Bottom row: two of the four transposition morphisms.

X− Y +

ββ ↶∶ ∶=

X− Y +

Y + X−
β

=

X− Y +

β

X+ Y −

ββ ↶∶ ∶=

X+ Y −

Y − X+
β

=

X+ Y −

β

Figure 3.1.2: Cup and cap morphisms for the opposite orientation. These definitions (or
relations) can be interpreted looking at the equalities in the opposite direction as curl
removal.

γ

β

Z+

Y +

X+

=

Z+

γβ

X+

β

γ

X−

Y −

Z−

=

X−

γβ

Z−

Figure 3.1.3: Erasing an inner vertex and labeling the interval by the composition of
morphisms.
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X+1 X−4

β δ

X+2 X−3

γ

=

X+1 X−4

δγβ

Figure 3.1.4: Composing a cap with vertical interval morphisms.

A similar simplification is introduced for vertices near cups and caps, see Figure 3.1.4
for an example. Intervals decorated by identity morphisms can be erased, see Figure 3.1.5
on the left. Figure 3.1.5 on the right shows a rigidity isomorphism, involving cup and cap
labeled by the identity morphism.

idY

β

Y +

Y +

X+

=
β

idX

Y +

X+

X+

=

Y +

X+

β

X+

X+

X+ X− X+

idX

idX

idX

idX

=

X+

X+

idX

Figure 3.1.5: Left: composing with an identity-labeled interval. Right: a rigidity (isotopy)
relation.

We impose the relations that transposition morphisms together with the identity cup
and cap morphisms idX,

↷, idX,

↶and idX, ↷, idX, ↶make B(C) into a rigid symmetric

monoidal category. In particular, this means that all intersections are “virtual”, lines
and circles can freely slide through each other and through dots (defects) on other lines
and circles labeled by objects of C, and all “isotopies” of diagrams are allowed.

3.2. Proposition. The category B(C) is a strict rigid symmetric monoidal category and
contains C as a subcategory. The natural inclusion functor ιC ∶ C Ð→ B(C) is universal for
functors from C to strict rigid symmetric monoidal categories.

Proof. The faithful functor ιC ∶ C Ð→ B(C) assigns to X ∈ Ob(C) the object X+ of B(C)
and to a morphism β in C the morphism β+ in B(C). A functor F ∶ C Ð→ D to a strict
rigid symmetric monoidal category D admits a canonical and unique extension to a rigid
symmetric monoidal functor B(F ) ∶ B(C) Ð→ D.

Consider the loops in B(C). These are endomorphisms of the identity object 1 of B(C)
given by a circle with a finite set of objects X1, . . . ,Xn ∈ Ob(C) placed on it in that order
along the orientation direction and morphisms βi ∶ Xi Ð→ Xi+1, Xn+1 = X1 placed along
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the edges, see Figure 3.2.1. Removing all but one vertex on a circle reduces us to an
object X ∈ Ob(C) with an endomorphism β ∶X Ð→X.

X1

X2
X3

X4

Xnβn

β1

β2

β3

⋯

= Xi

βi−1⋯β2β1βn⋯βi+1βi

Figure 3.2.1: A general loop in B(C).

For a small C as above, define the set of loops L(C) of C as the set of equivalence
classes of pairs (X,β), β ∈ EndC(X), modulo the equivalence relation

(X,γβ) ∼ (Y,βγ), for β ∶X Ð→ Y, γ ∶ Y Ð→X (3.1)

explained in Figure 3.3.1. These equivalence classes correspond to equivalence classes of
circles in EndB(C)(1), which are generators of the latter commutative monoid.

3.3. Remark. The set L(C) can be thought of as the trace of the category C, see formula
(1.1) in [BPW19]. It is similar to the vertical trace in monoidal categories, see [GHW22,
Section 5.5] and [BGHL14, BHLZ17, EL16]. It can also be defined as coend:

L(C) = ∫
C

Hom(C,C),

see [Lor21].

X

γβ

= X Y

β

γ

= Y

βγ

Figure 3.3.1: Simplifying a loop with two objects to a single object and its endomorphism
in two different ways.

3.4. Proposition. The set EndB(C)(1) of endomorphisms of the identity object in B(C)
is a free commutative monoid on the generators in the set L(C). Composition of endo-
morphisms of 1 corresponds to the disjoint union of decorated circles, while the empty
diagram corresponds to the identity endomorphism in EndB(C)(1).
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Proof. The morphisms in the category B(C) have a straightforward topological descrip-
tion via homeomorphism classes rel boundary of compact oriented one-manifolds with suit-
able decorations and labeled boundary points. In this description, elements of EndB(C)(1)
are homeomorphism classes of closed oriented 1-manifolds (that is, finite unions of circles)
with additional decorations. A decoration of a circle consists of a nonempty finite collec-
tion of dots on a circle labeled by objects of C, with an oriented edge between consecutive
dots labeled by a morphism between the corresponding objects. The equivalence relation
is generated by the union of orientation-preserving homeomorphisms and deleting a dot
labeled by some object Y simultaneously with replacing the entering edge decorated by a
morphism β into Y and the outgoing edge decorated a morphism γ out of Y by a single
edge decorated by βγ.

There is a natural surjective homomorphism from the free commutative monoid FL(C)
on L(C) to EndB(C)(1). From the above description and the equivalence relation on dec-
orated circles it is also clear that the homomorphism is injective, thus giving an isomor-
phism FL(C) ≅ EndB(C)(1).

More generally, we can describe morphisms HomB(C)(X,Y ) between arbitrary objects
in B(C). Using the rigid structure, it suffices to describe HomB(C)(1,X), for an arbitrary
sequence X. These homs are in a bijection with the following triples:

• a sign-reversing pairing on objects in the sequence X,

• a morphism in C from the − to the + object in each pair,

• an endomorphism of 1 in B(C).

Figure 3.4.1 shows an example of such morphism. In general, a morphism in B(C) is
a collection of disjoint arcs and circles. The arcs constitute an orientation-respecting
matching of terms in the tensor product of the source and target objects of the morphism,
with a morphism in B(C) assigned to each arc, and circles are loops in C.

X−1 X−2 X+3 X+4 X−5 X+6

β3

β2

β1

Y1
γ1Y2γ2

Figure 3.4.1: An example of a morphism in B(C) from 1 to X−1 ⊗X−2 ⊗X+3 ⊗X+4 ⊗X−5 ⊗X+6 .

Poincaré dual description. The Brauer category B(C) can also be described via the
Poincaré dual diagrammatics, where now objects correspond to arcs and morphisms to
dots (to defects on lines and circles). Start with the presentation of a morphism of B(C),
place a dot in the middle of each interval and label it by the corresponding morphism.
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Then erase the original vertices at the endpoints and original dots inside the cobordism.
Intervals in this Poincaré dual decomposition of the same one-manifold are labeled by
objects of C. An example of a morphism and its Poincaré dual presentation is shown in
Figure 3.4.2.

Y −1 Y +2 Y −3 Y +4

X+1 X+2 X−3 X−4

β1

β2

U1

β4

γ2

γ3

Z3Z2γ1 Z1

β5 β6

U2

β3

Y −1 Y +2 Y −3 Y +4

X+1 X+2 X−3 X−4

β1

β2

U1

β4

γ2

γ3

Z3
Z2γ1 Z1

β5 β6

U2

β3

Figure 3.4.2: A morphism in B(C) (on the top) and its Poincaré dual presentation (on
the bottom), where objects now correspond to arcs and morphisms to defects on lines and
circles.

Adjacent dots on an interval or circle may be merged to the composition of morphisms,
see Figure 3.4.3.

Y +1 Y +2 Y −3

X+1

β2

β1

β3
idY3

Y3

Z3

Z1

Z2

γ3
γ1

γ2
=

Y +1 Y +2 Y −3

X+1

β2β1

β3 Z3

Z1 γ3

γ2γ1

Figure 3.4.3: A diagram of a morphism in B(C) and its reduction. A further reduction is
possible, with a single dot and interval on a circle, labeled, for instance, by γ3γ2γ1 and
Z1, respectively.

A dot labeled by the identity morphism may be erased. With this convention, a dotless
circle labeled by an object X denotes the loop (X, idX) in C.
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3.5. Remark. This Poincaré dual description is the one used in the papers [Kho24, IK22,
IK21] when C has a single object with its endomorphism monoid being the free monoid Σ∗

on a finite set Σ. A morphism in C can then be written uniquely as a product of generating
morphisms in Σ. In those papers, dots on lines and circles are labeled by elements of Σ,
thus each line carries a morphism, the product of corresponding elements of Σ, and each
circle carries a loop in C, an element of the free monoid Σ∗ up to rotational equivalence.

3.6. Remark. In our construction of the Brauer envelope, we simply added the duals
of all objects and allowed to “bend” morphisms to form the rigid symmetric monoidal
closure of C. A more subtle question is addressed in [CSvdB21], where the authors start
with a monoidal (and not necessarily symmetric) category and study how to dualize one
or more objects in it.

3.7. Universal construction for Brauer envelopes. To do the universal con-
struction for the rigid tensor category B(C) we pick a commutative semiring R and a
multiplicative evaluation

α ∶ EndB(C)(1) Ð→ R. (3.2)

These evaluations are in a bijection with maps of sets

α ∶ L(C) Ð→ R, (3.3)

where we specify the element of R assigned to each loop in C (to each equivalence class
of decorated circles in C) and then extend multiplicatively to a homomorphism in (3.2)
from the free monoid to R. See Figure 3.7.1.

L(C) α
R X

β
α((X,β)) ∈ R

Figure 3.7.1: Loops of C under an evaluation map to a commutative semiring.

The evaluation α allows to do a universal construction on B(C). One first passes to R-
linear combinations of morphisms in B(C) to get the category RB(C). Then one mods out
by equivalence relations, see Case IV in Section 2.1 and (2.15). The resulting category,
denoted Bα(C), is a rigid symmetric monoidal R-linear category, with the same objects
as B(C).

Thus, we obtain a diagram of four categories and three functors:

C ιCÐ→ B(C) Ð→ RB(C) Ð→ Bα(C), (3.4)

with the second, third and fourth categories rigid symmetric monoidal and the third and
fourth categories, additionally, R-linear.

Functoriality. Given a functor F ∶ C1 Ð→ C2, there is an induced rigid symmetric
monoidal functor B(F) ∶ B(C1) Ð→ B(C2). An R-evaluation α ∶ L(C2) Ð→ R for the
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category C2 induces evaluation αF ∶ L(C1) Ð→ R given by composing α with F applied to
loops in C1. The functor F then induces an R-linear rigid symmetric functor, which can
be denoted by

Fα ∶ BαF (C1) Ð→ Bα(C2).

Examples. As a special case, let C be a category with one object and one morphism (the
identity morphism). Then B(C) is the category of oriented 1-cobordisms between oriented
0-manifolds (with objects enumerated by sign sequences). The Brauer category in this
case is given by picking λ ∈ R (one assumes that R is a field or, at least, a commutative
ring) and evaluating a circle to λ. The resulting category is the usual oriented Brauer
category, see [Rey15].

The quotient category Bλ(C) of the oriented Brauer category by the universal con-
struction with circle evaluating to λ is also known as the negligible quotient of the Brauer
category.

To expand on Remark 3.5 above, if C has only one object, Ob(C) = {X}, the category
C is described by the monoid M = EndC(X) of endomorphisms of X. To match with the
constructions of [Kho24, IK22, IK21], consider the Poincaré dual presentation of B(C).
All intervals in a morphism in B(C) are labeled by the same object, so this labeling can
be omitted. Dots (defects) are labeled by elements of M . If {mi}i∈I are generators of M ,
one can reduce to labeling dots by mi’s, subject to whatever relations hold in M . The
identity morphism is unlabeled and does not require a dot.

Furthermore, if M ≅ Σ∗ is a free monoid on a set Σ, then dots are decorated by
elements of Σ, with no relations on concatenations of dots.

• When R is a field, the corresponding category is considered in [Kho24, Section 2.4]
(one further forms the Karoubi closure of Bα(C), see also [KS24]), as the universal
construction for field-valued evaluations of circles with defects. This category (and
its generalization when cobordism may have inner points, see Section 3.8) was fur-
ther investigated in [IK21], also with R a field. In particular, a rational evaluation
α in this case gives rise to a symmetric Frobenius algebra and a two-dimensional
TQFT restricted to thin flat surfaces.

• In [IK22] the authors consider the case when R = B = {0,1∣1 + 1 = 1} is the Boolean
semiring and pick evaluations of intervals and circles decorated by words, respec-
tively cyclic words, in letters in Σ. This is given by a regular language LI ⊂ Σ∗

and a regular circular language L○. A special case of that construction, when the
language LI is empty, results in the interpolation of the Brauer category as above via
the circular language L○ and produces a B-linear rigid symmetric monoidal category
with finite hom spaces, see [IK22]. For the more general case of an arbitrary regular
LI see also the comment following equation (3.9) in Section 3.8.

3.8. Brauer envelopes with boundary. A left ideal I of a category C is a collection
of morphisms in C closed under left composition with morphisms in C:

f ∈ I, f ∈ HomC(X,Y ), g ∈ HomC(Y,Z) ⇒ gf ∈ I. (3.5)
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An example of a left ideal in a small category C is given by taking a collection U of objects
of C and defining the ideal to consist of all morphisms in C with the source object in C.
Denote this ideal by

I0
U
∶= ⋃

X∈U ,Y ∈Ob(C)

HomC(X,Y ). (3.6)

Likewise, a right ideal I of a category C is a collection of morphisms in C closed under
right composition with morphisms in C:

f ∈ I, f ∈ HomC(X,Y ), g ∈ HomC(Z,X) ⇒ fg ∈ I. (3.7)

Take a collection U of objects of C and define the right ideal to consist of all morphisms
in C with the source object in C:

I1
U
∶= ⋃

X∈U ,Y ∈Ob(C)

HomC(Y,X). (3.8)

Suppose given a small category C with a left ideal I0 and a right ideal I1. Define a
monoidal category B′(C) = B(C,I0,I1) as follows. It has the same objects of B(C). The
morphisms in B′(C) and their diagrammatics are enhanced by allowing one-dimensional
cobordisms to end in the middle (to have boundary points that do not correspond to
terms in the source or target object of a morphism). These endpoints are called inner
or loose endpoints or boundaries of the cobordism. The interval at an ‘in’, respectively
‘out’, inner boundary point is labeled by a morphism in the right ideal I1, respectively in
the left ideal I0, see Figure 3.8.1.

Y +1 Y −2 Y −3 Y +4

X−1 X+2 X−3

β1

Z1
β2 β3

Z2

β4

Z3

β5 β6

Z4

Z5

β7Z6

Figure 3.8.1: Morphisms β1, β4 ∈ I0, β3 ∈ I1, and β6 ∈ I0 ∩ I1.

Composition rules for morphisms extend from B(C) to B′(C) as shown in Figure 3.8.2.
Endpoints of a one-cobordism can be bend arbitrarily, providing a rigid structure on
B′(C). As for the category B(C), the intersections are virtual and inner endpoints can
slide through intersections.

3.9. Proposition. For a small category C and left and right ideals I0,I1 in it, as above,
the category B′(C) = B(C,I0,I1) is a strict rigid symmetric monoidal category and con-
tains C as a subcategory. The endomorphism monoid EndB′(C)(1) of the identity object is
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+
β2

β1
=

+

β2β1

+

β1

β2

=

+

β1β2

Figure 3.8.2: Left: β1 ∈ I0. Right: β1 ∈ I1.

a free abelian monoid on the disjoint union

L(C) ⊔ (I0 ∩ I1)

of the set of loops in C and the set of elements in the intersection I0∩I1 of the two ideals.

Indeed, floating intervals, together with loops in C, freely generate EndB′(C)(1). Equiv-
alence classes of floating intervals are parametrized by morphisms in I0 ∩ I1 (by analogy
with the proof of Proposition 3.4). Figure 3.9.1 shows a reduction of an arbitrary interval
to the corresponding morphism.

β1 β2
β3

= β3β2β1

Figure 3.9.1: A reduction of an arbitrary floating interval. The composition of morphisms
is in the intersection I0 ∩ I1 of the two ideals, since β1 ∈ I0 and β3 ∈ I1.

3.10. Example. Morphisms from ∅0 to the sequence (X+1 ,X−2 ), where X1,X2 ∈ Ob(C),
are of two types, shown in Figure 3.10.1:

• an arc from X2 to X1 labeled by a morphism β ∶X2 Ð→X1 together with an element
of EndB(C)(1) (this requires having such a morphism β),

• half-intervals with endpoints in X+1 , X
−

2 labeled by morphisms β1 ∈ I0, β2 ∈ I1 with
β1 ∶ Y1 Ð→X1, β2 ∶X2 Ð→ Y2, for some Y1, Y2, and an element of EndB(C)(1) (if such
morphisms exist).

To do the universal construction for B′(C), an evaluation α ∶ EndB′(C)(1) Ð→ R is
determined by a map of sets

α ∶ L(C) ⊔ (I0 ∩ I1) Ð→ R.
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X+1 X−2

β

γ1 Y1

γ2
Y2

Y3

X+1 X−2

β1

Y1

β2

Y2

Figure 3.10.1: Two types of morphisms from the empty sequence to (X+1 ,X−2 ). In the
first type, an arc connects two endpoints at the top boundary. In the second type, each
endpoint bounds a half-interval. For the second type of morphisms, the corresponding
endomorphism of 1 given by the union of floating components is depicted schematically,
as a collection of oriented intervals and circles.

Each such map α gives rise to an R-linear rigid symmetric monoidal category B′α(C) =
Bα(C,I0,I1) with

EndB′α(C)(1) = R,

that is, endomorphisms of the identity object form the ground commutative semiring R.
The categories B′(C) = B(C,I0,I1) and B′α(C) = Bα(C,I0,I1) may be called the rook

Brauer categories, by analogy with the rook Brauer algebras [Hd14].

We will call the categories B′α(C) interpolation categories. Special cases of these cat-
egories have been studied in [Kho24, IK22, IK21]. In those papers, C has a single object
X and the endomorphism ring EndC(X) ≅ Σ∗, the free monoid on a finite set Σ, whose
elements are called letters. The sets I0 and I1 consist of all morphisms in C and are
both parameterized by elements of Σ∗, that is, by words in Σ. The set L(C) of loops is
parameterized by circular words Σ○ = Σ∗/ ∼, which are equivalence classes of words up to
rotation, that is, ω1ω2 ∼ ω2ω1, for ω1, ω2 ∈ Σ∗. Evaluation α is a map of sets

Σ∗ ⊔Σ○ Ð→ R,

and can be written via two maps:

αI ∶ Σ∗ Ð→ R, α○ ∶ Σ○ Ð→ R, (3.9)

that is, as an assignment αI(ω) ∈ R to each word ω and α○(ω) ∈ R to each circular word
ω.

• In [Kho24] and [IK21], the ring R is a field k and αI , α○ are noncommutative power
series in the set of variables Σ. State spaces for oriented 0-manifolds are k-vector
spaces, finite-dimensional if and only if αI , α○ are rational power series. For more on
noncommutative rational power series, see [BR11, RRV99] and references therein.

• In [IK22], R is the Boolean semiring B = {0,1∣1 + 1 = 1} and the evaluations αI, α○
are determined by subsets α−1I (1) ⊂ Σ∗ and α−1

○
(1) ⊂ Σ○, also called languages LI, L○,
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respectively. The state spaces for oriented 0-manifolds are finite (equivalently, finite
rank B-modules) if and only if both languages LI, L○ are rational. A language
L ⊂ Σ∗ is called rational if it is described by a regular expression or, equivalently,
if it is the language accepted by a finite state automaton. Connections between
universal construction and automata are explored in [IK22], while an assignment
of a one-dimensional defect TQFT to an nondeterministic automaton is explained
in [GIKKL23].

3.11. Presheaves of sets and inner endpoints. A more general setup for inner
(floating) endpoints of intervals with the underlying category C is possible, as follows.
Without specifying what data to put at an inner endpoint, consider a half-interval with
a top + boundary endpoint (and another, inner, endpoint). The boundary endpoint is
labeled by some object X ∈ Ob(C). A morphism β ∶ X Ð→ Y in C can be applied at the
boundary, producing another half-interval, see Figure 3.11.1.

X+ Y +

β

X

X+

g

Y +

Gr(β)(g)

Figure 3.11.1: Applying a morphism to a half-interval.

These applications (maps) must respect composition of morphisms of C. Thus, for
each object X there is a collection of all possible half-intervals with the X label at their
outer boundary and for each morphism in C a map between these collections, subject to
the usual compatibility. We can describe this setup as a covariant functor

Gr ∶ C Ð→ Sets (3.10)

from C to the category of sets. Then, to a half-interval as above with X at the boundary
we can assign an element g of the set Gr(X) (giving a decoration of that half-interval),
and concatenation with the interval β gives the element Gr(β)(g), see Figure 3.11.1 on
the right.

Reversing orientation and looking at oppositely-oriented half-intervals with X at the
boundary and their interactions via morphisms in C, the resulting data can be described
as a contravariant functor from C to the category of sets:

Gℓ ∶ Cop Ð→ Sets. (3.11)

Such a functor Gℓ corresponds to a presheaf of sets on C. Likewise, a functor Gr above a
presheaf of sets on Cop and can alternatively be called a precosheaf of sets on C.
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Composing two half-intervals results in a floating interval. To interpret this composi-
tion, form the quotient set

Gℓ ×C Gr ∶= ⊔
X∈Ob(C)

Gℓ(X) × Gr(X)/ ∼, (3.12)

with the equivalence relation generated by

(gℓβ, gr) ∼ (gℓ, βgr), X,Y ∈ Ob(C), β ∈ HomC(X,Y ), gℓ ∈ Gℓ(Y ), gr ∈ Gr(X).

This equivalence is shown diagrammatically in Figure 3.11.2. Thus, the general data we
need to interpret endpoints is a choice of a presheaf of sets on C and on Cop (the functors
Gℓ and Gr above). Such a datum produces a symmetric monoidal category.

g1

g0

Y

X+

β

g1

Y
β

X

g0

g1

g0

Y +

β
X

Figure 3.11.2: Two ways to glue the same floating interval from two half-intervals, by
gluing at X+ or at Y +.

3.12. Proposition. Each datum (C,Gℓ,Gr) as above gives rise to a rigid symmetric
monoidal category BI(C) ∶= B(C,Gℓ,Gr). In this category the endomorphism monoid
End(1) of the identity object is the free abelian monoid on the set

L(C) ⊔ (Gℓ ×C Gr).

To construct the category BI(C) ∶= B(C,Gℓ,Gr), we consider oriented 1-cobordisms
as before, with inner endpoints and labels (decorations). An out-oriented half-interval,
viewed as morphism from 1 to X+, see Figure 3.11.2 bottom left, is labeled by an element
g0 ∈ Gr(X). An in-oriented half-interval, viewed as a morphism from Y + to 1, is labeled
by an element g1 ∈ Gℓ(Y ), see Figure 3.11.2 top right. The equivalence relation in (3.12) is
converted into its diagrammatic counterpart in Figure 3.11.2 showing equivalence between
the decorations of floating intervals. The intervals without inner endpoints and circles
carry the same decorations as those for the category B(C), see earlier. The result about the
endomorphisms of the identity object in Proposition 3.12 is straightforward and follows
from a similar argument to that in the proof of Proposition 3.4. ◻



UNIVERSAL CONSTRUCTION, BRAUER ENVELOPE, PSEUDOCHARACTERS 41

Note that End(1) is freely generated by loops in C and floating intervals, and the
latter are parametrized by elements of Gℓ ×C Gr. An R-valued evaluation function α for
the category BI(C) is given by a map of sets

α ∶ L(C) ⊔ (Gℓ ×C Gr) Ð→ R. (3.13)

Each such evaluation produces an R-linear rigid symmetric monoidal category, denoted
BIα(C).

As a special case, one can take Gr, respectively Gℓ to be a left ideal I0, respectively a
right ideal I1 in C, recovering the setup from Section 3.8. In slightly more detail, a left
ideal I0 defines a covariant functor

G(I0) ∶ C Ð→ Sets

that to an object X of C assigns all f ∈ I0, f ∈ Hom(Y,X) for some Y ∈ Ob(C). The
functor G(I0) is defined on morphisms via composition. We can then take Gr = G(I0).
Note the flip between left and right: a left ideal I0 gives rise to the functor Gr, which
appears on the right in the fibered product Gℓ ×C Gr.

Likewise, a right ideal I1 defines a functor G(I1) ∶ Cop Ð→ Sets, and we can set
Gℓ = G(I1). Again, there is a flip going from a right ideal to the functor Gℓ, which appears
on the left in the fibered product Gℓ ×C Gr.

Non-monoidal case. The universal construction for a non-monoidal category C in
Section 2.3 can be extended to the setup of this section as follows. Start with a small
category C, pick a presheaf of sets Gℓ on C, see (3.11) and a presheaf of sets Gr on Cop,
see (3.10). Pick a semiring R, not necessarily commutative. Consider the set Gℓ ×C Gr and
pick a map of sets

α ∶ Gℓ ×C Gr Ð→ R. (3.14)

The construction of Section 2.3 can be extended to this setup. For an object X ∈ Ob(C)
define Frr(X) as the free right R-module with the basis Gr(X) and Frℓ(X) as the free
left R-module with the basis Gℓ(X). Denote by [g] the basis element associated with the
element g of Gr(X) or Gℓ(X). Elements of these modules can be written as ∑i[gr,i]ai,
gr,i ∈ Gr(X), ai ∈ R and as ∑j bj[gℓ,j], gℓ,j ∈ Gℓ(X), bj ∈ R, respectively. The map α defines
an R-bilinear pairing

( , )N ∶ Frℓ(X) × Frr(X) Ð→ R, where ([gr], [gℓ]) ∶= α(gr × gℓ). (3.15)

On arbitrary linear combinations the map is

(∑
j

bj[gℓ,j],∑
i

[gr,i]ai) = ∑
i,j

bjα(gℓ,j × gr,i)ai. (3.16)

We can then define an equivalence relation on Frℓ(X) and on Frr(X) as in Section 2.3,
identifying elements that give the same evaluation with any element of the opposite free
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module, and obtain the quotient R-modules: a right R-module Ar(X) ∶= Frr(X)/ ∼ and
a left R-module Aℓ(X) ∶= Frℓ(X)/ ∼. The bilinear pairing

Aℓ(X) ×Ar(X) Ð→ R (3.17)

is nondegenerate. A morphism β ∶X Ð→ Y in C induces R-linear maps

Ar(β) ∶ Ar(X) Ð→ Ar(Y ), Aℓ(β) ∶ Aℓ(Y ) Ð→ Aℓ(X). (3.18)

These maps, over all morphisms β in C, define a representation

Aα,r = Ar ∶ C Ð→ mod−R,

a covariant functor from C to the category of right R-modules, and a representation

Aα,ℓ = Aℓ ∶ Cop Ð→ R−mod,

a contravariant functor from C to the category of left R-modules. These functors should be
viewed as the analogue of the universal construction in the nonmonoidal setting. Propo-
sition 2.4 extends to this setup as follows.

3.13. Proposition. Start with a small category C, functors Gr ∶ C Ð→ Sets, Gℓ ∶ Cop Ð→
Sets, a semiring R and an evaluation map α ∶ Gℓ ×C Gr Ð→ R. The universal construction
as described above results in

• state spaces Aℓ(X), X ∈ Ob(C), which are left R-modules and, via maps (3.18),
assemble into a contravariant functor Aℓ ∶ Cop Ð→ R−mod.

• state spaces Ar(X), X ∈ Ob(C), which are right R-modules and, via maps (3.18),
assemble into a covariant functor Aℓ ∶ C Ð→ mod−R.

The pairing (3.17) is nondegenerate.

The setup of Section 2.3 is recovered in the special case when one picks sets of objects
Si, i ∈ I and Tj, j ∈ J in C and specializes to functors

Gr(X) ∶= ⊔i∈IHomC(Si,X), Gℓ(X) ∶= ⊔j∈JHomC(X,Tj),

that is, unions of representable functors, over i and j in those sets. In this case

Gℓ ×C Gr = ⊔
i,j

HomC(Si, Tj).
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4. Pseudocharacters and one-dimensional topological theories

4.1. Topological theories versus TQFTs: a realization problem. Let us fix
a commutative semiring R and a rigid symmetric monoidal category C (we restrict to that
case, for simplicity). We distinguish between R-valued TQFT and an R-valued topological
theory for C, as follows:

• An R-valued TQFT is a symmetric monoidal functor

F ∶ C Ð→ R−fgpmod (4.1)

from C to the category R−fgpmod of finitely-generated projective R-modules.

• A topological theory is a lax symmetric monoidal functor

Aα ∶ C Ð→ R−mod (4.2)

obtained via a universal construction from C for some evaluation

α ∶ EndC(1) Ð→ R

(a monoid homomorphism that intertwines composition of endomorphisms with
multiplication in R), see Section 2.1.

In a TQFT F there are natural isomorphisms

F(N0) ⊗R F(N1) ≅ F(N0 ⊗N1), N0,N1 ∈ Ob(C), (4.3)

while in a topological theory there are only morphisms

Aα(N0) ⊗R Aα(N1) Ð→ Aα(N0 ⊗N1), N0,N1 ∈ Ob(C), (4.4)

with suitable compatibility conditions. Equivalently, Aα gives a lax TQFT. Note that, in
our approach, the morphisms (4.4) are not a part of the axiomatics; instead, they emerge
from the universal construction for the evaluation α.

4.2. Remark. Replacing category R−fgpmod in (4.1) by the bigger category R−mod of
all R-modules does not lead to any new functors. Due to the rigidity of C any object X ∈
Ob(C) is necessarily mapped to a finitely-generated projective R-module, see [GIKKL23]
for instance.

4.3. Remark. One can, more generally, consider weak topological theories that are given
by lax symmetric monoidal functors, without the requirement that they come from an
evaluation α. This is a more flexible definition, but in the present paper we restrict to
the more rigid case above.
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4.4. Definition. A realization of an evaluation α (or a realization of a topological the-
ory) over a commutative semiring R is a TQFT F over R that, on endomorphisms of the
identity object, restricts to the evaluation α,

F(x) = α(x), x ∈ EndC(1).

Not all evaluations α come from TQFTs. For instance, each object X of C defines
an endomorphism SX of 1 (oriented circle labeled by X) given by composing two rigidity
morphisms for X, see Figure 4.4.1. Then α(SX) = rk(F(X)), where rk(P ) is the Hattori–
Stallings rank of a finitely-generated projective R-module P , see [GIKKL23, Section 2.1],
for instance. Also see [Hat65, Sta65, Han13, Kad99]. In particular, if R is a field k and
α on such endomorphisms does not take values in the image of Z+ in k, then α does
not come from any TQFT F for C. Indeed, in this case F(X) ≅ kn, for some n, and
α(SX) = n, viewed as an element of k.

SX

X
α

rk(F(X))

Figure 4.4.1: Endomorphism SX of 1 (the circle carries the identity endomorphism idX)
and its α-evaluation (the rank of the projective module F(X)).

Assume from now on that R is a commutative ring. Then for any X ∈ Ob(C) we can
form the antisymmetrizer

e−X,n ∶= ∑
σ∈Sn

(−1)ℓ(σ)σ, e−X,n ∈ EndC(X⊗n), (4.5)

where ℓ(σ) is the length of the permutation σ of the symmetric group Sn and elements σ
act by permuting terms in X⊗n. Depict e−X,n by a box labeled n with n incoming and n
outgoing edges, each labeled X, see Figure 4.4.2. Note that

e−X,ne
−

X,n = n!e−X,n,

and if n! is invertible in R, the endomorphism 1
n!e
−

X,n can be defined, and is an idempotent.

In the Karoubi envelope of C, the object (X⊗n, 1
n!e
−

X,n) can be interpreted as defining the
n-th exterior power of X.

For a TQFT F on C, R-module F(X) is finitely-generated and projective, thus it is a
direct summand of Rn, for some n. Then F(e−X,n+1) = 0 since Λn+1(Rn) = 0.

If an evaluation α comes from a TQFT F , then for any X there exists d ≥ 0 such that:

• Any way to close up e−X,d+1 into an endomorphism of 1 evaluates to 0 via α, see
Figure 4.4.3.
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n

⋯

⋯
∶= ∑

σ∈Sn

(−1)ℓ(σ) σ

⋯

⋯

2 = −

3 = − − + + −

Figure 4.4.2: A box with n incoming and n outgoing edges, all labeled X, denotes the
antisymmetrizer endomorphism of X⊗n equal to the alternating sum of permutations
σ ∈ Sn. The next two rows are examples for n = 2,3.

• α evaluates some closure of e−X,d to a nonzero element of R.

Note that e−X,0 is the identity endomorphism of X⊗0 = 1, and evaluates to 1 ∈ R under α.

Since C is rigid symmetric monoidal, any closure of e−X,n can be presented as composing
it with some endomorphism h of X⊗n and closing up the endpoints via n concentric arcs,
see Figure 4.4.3.

For an evaluation α and an object X, the nonnegative integer d that satisfies these
conditions is unique if it exists. We set degα(X) = d if such d exists, otherwise define
degα(X) = ∞. We then call degα(X) the degree of X for the evaluation α.

4.5. Definition. Suppose that Q is a subring of R. An evaluation α ∶ EndC(1) Ð→ R is
a pseudo-TQFT of C if degα(X) < ∞ for any object X of C.

A pseudo-TQFT may also be called a pseudocharacter of C with values in R.

4.6. Definition. The character of a TQFT F in (4.1) is the evaluation

αF ∶ EndC(1) Ð→ R

induced by F .
Alternatively, αF may be called the trace of F . A character αF of a TQFT F is a

pseudo-TQFT. One can ask the following:

4.7. Question. Under what conditions on a monoidal category C and a commutative
ring R ⊃ Q is any pseudo-TQFT for C over R given by the character αF of some TQFT
F for C?
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d + 1
X ⋯ X

X X⋯

h

⋯

⋯ ⋯ α
0 for any h

d

X ⋯ X

X X⋯

h′
⋯

⋯ ⋯α /= 0 for some h′

Figure 4.4.3: Top: the vanishing condition for the (d + 1)-antisymmetrizer. This anti-
symmetrizer can be composed with any endomorphism h of X⊗(d+1) and closed up into
an endomorphism of 1. The evaluation should yield 0 for any h. Bottom: α should be
non-zero on some closure of the d-antisymmetrizer. If both conditions hold, define the
degree degα(X) = d.

To justify these definitions, start with a group or a monoid G and associate to it
one-object category CG with object X and EndCG(X) = G. Consider the Brauer category
B(CG) and possible evaluations α for it. Loops in CG are parameterized by conjugacy
classes in G. For a monoid G conjugacy classes are equivalence classes under the relation
generated by gh ∼ hg for g, h ∈ G, see Figure 4.7.1.

g α
R

g

h

h

g

Figure 4.7.1: An evaluation α is determined by its values on circles decorated by g ∈ G,
modulo the conjugacy equivalence relation in G (pairs of dots g, h and h, g merge into the
single dot gh, respectively, hg).
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An evaluation α ∶ L(CG) Ð→ R is any R-valued function on conjugacy classes. Suppose
given a representation of G on a finitely-generated R-module V . The evaluation αV (g) ∶=
trV (g) has the additional property of being annihilated by some antisymmetrizer e−X,d+1,
see earlier. Due to the structure of morphisms in the Brauer category of CG this condition
can be rewritten as

trα((g1 ⊗ ⋅ ⋅ ⋅ ⊗ gd+1)e−X,d+1) = 0, for each g1, . . . , gd+1 ∈ G, (4.6)

and is shown in Figure 4.8.1. Let us specialize to R with any projective module a free
module (for instance, R a field or a local ring). Then the condition from Figure 4.8.1
holds for d = rkR(V ). If rkR(V )! is invertible in R for a certain integer d, then this d is
minimal.

A conjugation-invariant function α on G such that (4.6) holds for some d is called a
pseudocharacter of G. The degree d of a pseudocharacter α is the smallest nonnegative
integer with property (4.6). Any character of a representation of G on a finitely-generated
R-module is a pseudocharacter.

4.8. Remark. Examples of diagrammatic computation of some of these traces are shown
in Figures 4.10.1 and 4.10.2, where all but one dots at the exits of the antisymmetrizer
box are labeled by x ∈ G and the remaining dot carries y ∈ G. In general, this diagram
evaluates to α(Pα(x)y), where Pα(Y ) can be defined as the characteristic polynomial of
a generic d × d-matrix Y with α(Y k) ∶= tr(Y k), see [Dot11, Theorem 2] for the general
statement.

d + 1
g1 g2 ⋯ gd+1

⋯ ⋯
⋯ ⋯αV = 0

d = rkR(V )
for all g1, g2, . . . , gd+1 ∈ G

Figure 4.8.1: In the Brauer envelope of CG any closure of e−X,d+1 is a linear combination of
closures given by composition with g1 ⊗ g2 ⊗ ⋅ ⋅ ⋅ ⊗ gd+1.

An important insight of R. Taylor [Tay91], R. Rouquier [Rou96] and L. Nyssen [Nys96]
(motivated by the earlier work of A. Wiles [Wil88] and C. Procesi [Pro76, Pro87], see also
H. Carayol [Car94] and B. Mazur [Maz97, Chapter 2, § 7]) was that for some fields and
local rings R, those conditions are enough: any R-valued pseudocharacter α on G is the
trace of a representation V of G.
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4.9. Proposition. [Tay91, Rou96, Nys96] Let R = k be a separably closed field, α ∶
G Ð→ k a pseudocharacter of degree d and assume that d! is invertible in k. Then α is
the trace (character) of a semisimple representation V of G over k of dimension d. The
representation V is determined by α uniquely, up to isomorphism.

4.10. Proposition. [Tay91, Rou96, Nys96] Let R be a Henselian local ring, with a sep-
arably closed residue field k = R/m, and G a monoid. Suppose given a pseudocharacter
α ∶ G Ð→ R of degree d (with d! invertible in R) such that the reduction α ∶ G Ð→ k is
irreducible, that is, not a sum of two non-trivial pseudocharacters. Then α is the trace of
some representation of G on Rd.

We refer to Dotsenko [Dot11] and Belläıche [Bel09] for an introduction and proofs of
these results, in addition to the above original papers.

The case important to number theory is when G is the Galois group of some field F . A
good motivation for the use of pseudocharacters in the theory of Galois representations can
be found in the introduction to [Bel12]. For further developments and more applications
we refer the reader to [Bel09, Bel12, Bel21] and [WWE17, WWE18]. When d! is not
invertible in R, the definition of a pseudocharacter needs to be refined, see [Che14, Eme18].

Johnson [Joh19] covers other uses and applications of pseudocharacters, including
work of Buchstaber and Rees on pseudocharacters for commutative rings and rings of
continuous functions, see also [BR04] and references therein.

2
x y

= x y −
x y

= α(x)α(y) − α(xy) = α((α(x) − x)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
function of x

y)

Figure 4.10.1: The characteristic polynomial of x ∈ End(X) relative to a pseudorepresen-
tation α, for X of degree 1, is α(x) − x.

We see that the notion of a pseudo-TQFT in Definition 4.5 for a rigid symmetric
monoidal category C is a natural generalization of the notion of a pseudocharacter of a
group or a monoidG, both restricted to evaluations with values in commutativeQ-algebras
R. Pseudocharacters of a monoid G correspond to pseudo-TQFTs for the Brauer envelope
B(CG) of the category CG with a single object and its endomorphism monoid G.

It is a very interesting problem to explore pseudo-TQFTs (and existence of liftings to
TQFTs) for categories C as above other than B(CG). A small step in this direction is done
in the next section, where pseudo-TQFTs are considered for the Brauer categories B(C)
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3

x x y

=
x x y

−
x x y

−
x x y

+
x x y

+
x x y

−
x x y

=α(x)2α(y) − α(x2)α(y) − 2α(x)α(xy) + 2α(x2y)

=α((α(x)2 − α(x2) − 2α(x)x + 2x2)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

characteristic poly. of 2 × 2 matrix X

y)

2x2 − 2α(x)x + (α(x)2 − α(x2)) = 2(x2 − α(x)x + 1
2(α(x)2 − α(x2)))

where α(xm) ↦ tr(Y m), Y is a 2 × 2 matrix

Figure 4.10.2: With d labels x and one label y the closure of the above diagram, for a
pseudorepresentation α of degree d, evaluates to α(P (x)y), where P is the characteristic
polynomial of x ∈ End(X) relative to a pseudorepresentation α. The above example is for
α of degree 2.

where C has more than one object and for the Brauer categories with inner endpoints
(rook Brauer categories).

4.11. Pseudocharacters of Brauer envelopes. We will use Brauer envelope and
Brauer category interchangeably.
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We would like to extend Proposition 4.9, restricted for simplicity to a field k of char-
acteristic 0, to pseudo-TQFTs over the Brauer category B(C) of a (small) category C.
The idea of the extension is to replace a collection of objects of C by their direct sum.

Let us first assume that C has finitely many objects X1, . . . ,Xn. Recall that L(C)
is the set of loops in C (as defined in (3.1)). Choose a pseudocharacter α ∶ L(C) Ð→ R
for a commutative ring R. We first linearize C and pass to RC, the category with the
same objects as C and morphisms — R-linear combinations of morphism in C. The
pseudocharacter α extends linearly to a pseudocharacter, also denoted α, on RC. For
R-linear categories, it is convenient to assume that a pseudocharacter is R-linear as well,
which is true in our case. While many papers restrict to pseudocharacters given by maps
α ∶ G Ð→ R, for a group or a semigroup G, Rouquier [Rou96] replaces R[G] by an
arbitrary R-algebra, and its straightforward to extend Definitions 4.5 and 4.6 from C to
an R-linear category and replace the notion of a TQFT F for a rigid monoidal category
C to that of a TQFT for such a category C which is, in addition, R-linear.

Form the category C′ by formally adding the objectX ∶=X1⊕. . .⊕Xn to RC. Denote by
pi ∶X Ð→Xi the projection of X onto Xi and by ιi ∶Xi Ð→X the inclusion of Xi into X.
Endomorphism x = (xij) of X is a matrix of morphisms in RC, with xij ∈ HomRC(Xj,Xi).
The morphism ιipj is given by the elementary (i, j) matrix in this presentation and the
projectors ιipi are elementary idempotent matrices.

Consider the full subcategory of C′ generated by the single object X, and denote this
subcategory by CX . It is an R-linear category and its morphisms are R-linear combinations
of various compositions of maps ιipj and morphisms in HomC(Xk,Xl). An evaluation α
of C′ restricts to an evaluation of the endomorphism algebra EndCX(X).

Assume now that R = k is a field of characteristic 0.

4.12. Proposition. The evaluation α is a pseudocharacter on CX and

degα(X) =
n

∑
i=1

degα(Xi).

Proof. It is enough to prove the proposition for n = 2, with X = X1 ⊕ X2 and apply
induction on n. Let di = degα(Xi), i = 1,2, and set d = d1 + d2. Since idX = ι1p1 + ι2p2,
an endomorphism h ∈ EndCX(X⊗(d+1)) can be written as (ι1p1 + ι2p2)⊗(d+1) ○ h ○ (ι1p1 +
ι2p2)⊗(d+1). Thus h can be written as sum of terms hu which factor through X1 or X2

(through ι1p1 or ι2p2 at each in strand of h (in the larger category C′), see Figure 4.12.1.

Since d = d1 + d2, in each term hu there are at least d1 + 1 strands labeled X1 or at
least d2 + 1 strands labeled X2. Suppose that there are t ≥ d1 + 1 strands labeled X1

in a given term hu. Conjugating by a permutation in Sd+1 these strands can be brought
together and to the far left, see Figure 4.12.2. The composition hu○e−X,d+1 = huσ−1○σe−X,d+1

factors through the map to X⊗t1 ⊗X
⊗(d+1−t)
2 , where t is the number of 1’s in the sequence

(i1, . . . , id+1).
Permutation σ is next to the sign idempotent and can be removed, at most at the cost

of a sign, see Figure 4.12.3.
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h

X X X

X X X

= ∑
u

hu

X X X . . . X

Xi1 Xi2Xi3
. . .Xid+1

Figure 4.12.1: Writing h as a sum of terms hu.

hu

X X X . . . X

Xi1 Xi2 Xi3
. . . Xid+1

e−X,d+1

X X X . . . X

=

hu

X X X . . . X

σ−1

σ
X⊗t1 X

⊗(d+1−t)
2

e−X,d+1

X X X . . . X

Figure 4.12.2: Factoring hu ○ e−X,d+1 through X⊗t1 ⊗X
⊗(d+1−t)
2 .

⋯ σ

e−X,d+1

. . .

= (−1)ℓ(σ)
. . .

e−X,d+1

. . .

. . .

e−X,d+1

. . .

= 1

(d1 + 1)!

. . .

e−X,d1+1

. . . . . .

e−X,d+1

. . .

Figure 4.12.3: Top: removing a permutation adjacent to a sign idempotent. Bottom:
pulling a smaller sign idempotent out of e−X,d+1.

Next, a smaller sign idempotent can be pulled from the one of size d + 1:
((ι1p1)⊗(d1+1) ⊗ id⊗d2X )e−X,d+1

= 1

(d1 + 1)!
((ι1p1)⊗(d1+1) ⊗ id⊗d2X )((e−X,d1+1

⊗ id⊗d2X ) ○ e−X,d+1)

= 1

(d1 + 1)!
((ι⊗(d1+1)1 ○ e−X1,d1+1

○ p⊗(d1+1)1 ) ⊗ id⊗d2X ) ○ e−X,d+1,
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see also Figure 4.12.3.
Since t ≥ d1 + 1, antisymmetrizer e−X,d1+1

in Figure 4.12.3 (when inserted into the
appropriate position in Figure 4.12.2 on the right) has all top endpoints labeled X1, so it
can be rewritten as e−X1,d1+1

.
The latter idempotent, e−X1,d1+1

, will evaluate to 0 when composed with any endomor-

phism of X
⊗(d1+1)
1 and evaluated upon closing up, since degα(X1) = d1. Consequently,

closure of each term hu with t ≥ d1 + 1 evaluates to 0. The same argument with X2 in
place of X1 shows that each term hu with t < g1 + 1 evaluates to 0, so that h evaluates to
0.

This implies that degα(X1 ⊕ X2) ≤ d1 + d2. Since k has characteristic 0, if α is a
pseudocharacter, its degree degα(X) = trα(idX), see [Dot11, Proposition 3]. Hence

degα(X) = trα(idX) = trα(idX1) + trα(idX2) = d1 + d2,

that is, α is a pseudocharacter on CX of degree

degα(X) = degα(X1) + degα(X2).

Assume now that k is an algebraically closed field of characteristic 0. By the lifting
property (Proposition 4.9), α is a character of a d1 + d2-dimensional semisimple represen-
tation V of k-algebra EndCX(X) ≅ End(X1 ⊕X2), where we assume that the algebra acts
on V on the left. This representation is semisimple and the quotient algebra

B ∶= EndCX(X)/ker(ϕ) (4.7)

by the kernel of that action ϕ ∶ EndCX(X) Ð→ Endk(V ) is the direct product of finitely
many matrix algebras,

B ≅∏
i

Matni
(k). (4.8)

The endomorphisms ei ∶= ιipi are mutually-orthogonal idempotents in EndCX(X) and
1 = e1 + e2. Let Vi = eiV , i = 1,2. A morphism f ∈ HomkC(Xi,Xj) induces a k-linear map
Vi Ð→ Vj, eivi z→ feivi, vi ∈ Vi. This gives a representation V of the categories C and
kC. Here for simplicity we use the same notation V for the representation of the algebra
EndCX(X) and the category C.

The elements of EndkC(Xi) act by zero on Vj, j /= i, and their trace on Vi is given by
α, i = 1,2. Consequently, dimk(Vi) = di.

The images e′1, e
′

2 of e1, e2 in B under the quotient map (4.7) can be simultaneously
conjugated inside each matrix algebra Matni

(k) to the diagonal form, so that their images
in Matni

(k) (after changing a basis of kni) are

e′1 =
mi

∑
j=1

ejj, e′2 =
ni

∑
k=m1+1

ekk.
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This explains the structure of quotient algebras Bi ∶= EndkC(Xi)/ker(ϕi), where

ϕi ∶ EndC(Xi) Ð→ Endk(Vi).

Without loss of generality, assume that ni ≥ mi. The corresponding representation Vi,
which are semisimple representations of Bi is:

B1 ≅∏
i

Matmi
(k), V1 ≅⊕

i

kmi , B2 ≅∏
i

Matni−mi
(k), V2 ≅⊕

i

kni−mi . (4.9)

The module V1 is a sum of column modules kmi with matrix factors of B1 acting on the
corresponding summands, and likewise for V2 and B2.

In particular, the representation Vi of EndkC(Xi) and of its quotient algebra Bi is
semisimple. It is the unique, up to isomorphism, representation with the trace given by
restricting α to endomorphisms of Xi in C (or in RC).

The representation V of C is semisimple and is determined uniquely, up to isomor-
phism, by α.

The above construction gives the following result.

4.13. Proposition. Suppose C is a category with finitely many objects and α a pseu-
docharacter of C valued in an algebraically closed field k of characteristic 0. Then α is
the character of a semisimple representation V of C. The representation V is unique up
to an isomorphism.

In particular, V = ⊕iVi, where i parametrizes the objects Xi of C. A morphism
f ∈ HomC(Xi,Xj) induces a map Vi Ð→ Vj, compatible with the composition of mor-
phisms. The dimension dimVi = degα(Xi) and α(f) = trVi

(f), for f ∈ EndC(Xi). Each
representation Vi of kEndC(Xi) is semisimple.

Next, we extend this proposition to C with countably many objects.

4.14. Proposition. Suppose C is a category with countably many objects and α a pseu-
docharacter of C valued in an algebraically closed field k of characteristic 0. Then α is
the character of a semisimple representation V of C. The representation V is unique up
to an isomorphism.

Proof. Enumerate objects of C by X1,X2, . . . . Consider the full subcategory CN gen-
erated by objects X1, . . . ,XN and restriction αN of α to CN . There is a unique, up to
isomorphism, semisimple representation V N of CN with the trace αN . Adding the di-
rect sum object X = X1 ⊕ . . . ⊕XN , representation V N is a semisimple representation of
kEnd(X).

Form the direct sum X ⊕ XN+1 ≅ ⊕N+1
i=1 Xi. The pseudocharacter αN+1 is the trace

of a unique, up to isomorphism, semisimple representation W of CN+1. Decompose W ≅
W1⊕W2, where W1 is a representation of End(X) and W2 a representation of EndC(XN+1).
Note that morphisms between X and XN+1 induce linear maps maps between W1,W2.
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Fix an isomorphism V N ≅ W1 of semisimple representations of CN . Via this isomor-
phism, we view V N ⊕W2 as a representation of CN+1. It is a semisimple representation
with the trace αN+1.

Let GN = AutCN (V N) be the group of automorphisms of the representation V N of CN .
Restriction from CN+1 to CN induces a homomorphism ρN ∶ GN+1 Ð→ GN .

Starting with a fixed N and continuing by induction on N , we obtain a representation
V of C. It has a decomposition V ≅ ⊕∞i=1Vi, a morphism f ∈ HomC(Xi,Xj) induces a
k-linear map Vi Ð→ Vj, with these maps compatible with the composition of morphisms.
Each Vi is a finite-dimensional k-vector space and dimk(Vi) = degα(Xi). The represen-
tation V of C is semisimple and each Vi is a semisimple representation of EndC(Xi) with
the trace given by restricting α to EndC(Xi). The representation V is a unique (up to
isomorphism) semisimple representation of C with the trace given by α.

4.15. Remark. Let GN = AutCN (V N) be the group of automorphisms of the representa-
tion V N of CN . Restriction from CN+1 to CN induces a homomorphism ρN ∶ GN+1 Ð→ GN .
The group of automorphisms of V ,

AutC(V ) ≅ lim
ρN

GN ,

is isomorphic to the inverse limit of groups and homomorphisms

G1
ρ1←Ð G2

ρ2←Ð G3
ρ3←Ð . . . .

4.16. Remark. Representations of C that we are considering may be called left represen-
tations of C, being covariant functors C Ð→ k−fdvect into the category of finite-dimensional
vector spaces. Right representations can be defined as contravariant functors from C to
k−fdvect. Composing either a covariant or a contravariant functor from C to k−fdvect with
taking the dual of a finite-dimensional vector space induces a contravariant equivalence
between categories of left and right representations of C. It also gives a bijection between
isomorphism classes of covariant and contravariant functors to k−fdvect. This bijection re-
spects semisimplicity. In particular, the propositions above hold for right representations
of C as well.

We do not expect difficulties with extending Proposition 4.14 to small categories with
uncountably many objects but will not attempt such an extension in the present paper.

4.17. Pseudocharacters for the Brauer categories with boundary. Let us
now discuss pseudocharacters for the Brauer categories with endpoints. These categories
were defined in Section 3.11 (and a more restricted collection of examples — in Sec-
tion 3.8).

Suppose we are given a datum (C,Gℓ,Gr) as in Section 3.11 of a small category C and
functors

Gℓ ∶ Cop Ð→ Sets, Gr ∶ C Ð→ Sets

in (3.10), (3.11). One can then form the rigid symmetric monoidal Brauer category with
boundary B′(C) ∶= B(C,Gℓ,Gr).
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Furthermore, pick an evaluation function α as in (3.13) valued in R ⊃ Q,

α ∶ L(C) ⊔ (Gℓ ×C Gr) Ð→ R. (4.10)

Suppose that the induced evaluation α on endomorphisms of 1 in B′(C) is a pseudo-
TQFT or a pseudocharacter, in the sense of Definition 4.5. Then an object X of C has
some degree d = degα(X). The condition that any closure of the (d + 1)-antisymmetrizer
e−X,d+1 vanishes upon applying α, see Figure 4.4.3, can be written for B′(C) as follows.

An endomorphism h of X⊗(d+1) in Figure 4.17.1 can be written as a partial bijection
of the set of endpoints {1,2, . . . , d + 1}. By an arc in a partial bijection we mean an
interval connecting a point on the bottom boundary with a point on the top boundary.
By a half-interval, we mean an interval that has one boundary point either at the bottom
or at the top, with the other endpoint strictly inside the diagram. Eeach arc and each
half-interval in a partial bijection carry a label: an endomorphism of X for an arc and an
element of Gℓ(X) or Gr(X) for a half-interval, see Figure 4.17.1.

h =
z1

x1
y1 x2

z2 x3

y2

Figure 4.17.1: An endomorphism of X⊗(d+1) in the Brauer category with boundary.

Applying a permutation at a top or bottom of the antisymmetrizer e−X,d+1 changes it
by at most a sign. Applying permutations to h at the top and bottom, it can be reduced
to the form where all half-intervals are to the right of arcs and the arcs are disjoint (that
is, they define the identity permutation of {1, . . . , d + 1 −m}, where m is the number of
half-intervals at the top (and at the bottom), see Figure 4.17.2.

x1 x2 x3

y1 y2

z1 z2

Figure 4.17.2: A reduction h′ of an endomorphism of X⊗(d+1) given by composing with
permutations at both sides of the endomorphism.

The same permutations, on the antisymmetrizer side, at most add the minus sign to
it. Composing the resulting morphism h′ with the antisymmetrizer and closing up the
composition result in the diagram in Figure 4.17.3.
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e−X,d+1

z1 z2

y1 y2

x1

x2

x3

Figure 4.17.3: The closure of h′ ○ e−X,d+1.

One can now expand the antisymmetrizer, fully or partially, to write it as the alter-
nating sum of terms given by products of evaluation α on decorated circles and intervals.
As an example, Figure 4.17.4 shows an expansion for d = 2 and m = 1.

z1

y1

x1

x2

e−3 =

z1

y1

x1 x2 −

z1

y1

x1

x2

−

z1

y1

x1

x2

+

z1

y1

x1

x2

+

z1

y1

x1

x2

−

z1

y1

x1

x2

= α(x1)α(x2)α(z1y1) − α(x1x2)α(z1y1) − α(x1)α(z1x2y1)
+α(z1x2x1y1) + α(z1x1x2y1) − α(x2)α(z1x1y1)

Figure 4.17.4: An example of expanding the antisymmetrizer in the closure for d + 1 = 3
and m = 1.

Let us return to the Brauer category B′(C) and further assume that the pseudochar-
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acter evaluation α takes values in an algebraically closed field k of characteristic 0.

4.18. Proposition. Assume that C has finitely many objects and the evaluation

α ∶ L(C) ⊔ (Gℓ ×C Gr) Ð→ k, char(k) = 0, k = k, (4.11)

is a pseudocharacter. Then α is the character of some semisimple representation V of
(C,Gℓ,Gr). The representation V is unique, up to isomorphism.

Note that a representation V of (C,Gℓ,Gr) consists of k-vector spaces VX , for each
X ∈ Ob(C), a linear map VX Ð→ VY for each morphism β ∈ HomC(X,Y ), a vector vγ ∈ VX

for each γ ∈ Gr(X), a covector fτ ∈ V ∗X for each τ ∈ Gℓ(X) subject to the standard
compatibility relations on them given that C is a category and Gℓ,Gr are functors from it
to Sets.

Proof. Form the k-linear closure kC of C and extend the evaluation α k-linearly to it.
This results in the rigid symmetric monoidal category B′α(C). The objects X1, . . . ,Xk of
C are naturally the objects of B′α(C) as well.

Recall that the endomorphism ring of 1 in B′(C) is generated by floating decorated
circles and intervals. Circles may carry dots (labeling morphisms in C) and regions of the
circle between the dots are colored by corresponding objects of C. Endpoints of intervals
are decorated by elements of Gℓ(Xi),Gℓ(Xj), and intervals themselves are decorated by
elements of Gℓ ×C Gr.

Upon evaluation α, floating intervals and circles become elements of k, and End(1) ≅ k
in the category B′α(C). Let X0 = 1 be the identity object of B′α(C).

We formally form the direct sumX =X0⊕X1⊕⋅ ⋅ ⋅⊕Xk. It can be viewed as an object in
the additive closure of B′α(C) and we denote its endomorphism ring in the additive closure
by End(X). Consider the k-linear category CX with a single object X̃ and endomorphism
ring EndCX (X̃) = End(X).

A pseudocharacter α of B′(C) extends to a pseudocharacter α̃ of B(CX) (in categories
with B rather than B′ in their notation only circles, not intervals, can appear as generators
of End(1)). The evaluation α̃ is built from α as follows. Any endomorphism t ∈ End(Xi)
in C gives an endomorphism t̃ ∶= ιi ○ t ○ pi of X̃ by composing with the inclusion and

projection Xi
ιiÐ→X, X

piÐ→Xi and we define α̃ (t̃) = α(t).
Endomorphisms Xi

uiÐ→ 1
viÐ→Xi that factor through 1 are evaluated to α(uivi). Note

that uivi is a linear combination of elements of Gℓ×C Gr, and applying α to them produces
elements in the ground field. Diagrammatically, u × v ∈ Gℓ ×C Gr is a floating interval, and
we are, in a way, turning it into a circle by closing it up with a special line (dotted line in
Figure 4.18.1) that represents the unit object 1. The evaluation of u × v is then viewed
as that of a decorated circle, not a decorated interval.

Additional relations on dotted lines are shown in Figure 4.18.1. They follow from
End(1) ≅ k in B′α(C).
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u

v

u

v

1

1

id1 = id1 =

Figure 4.18.1: Left: closing up a decorated interval into a circle with a dashed line. The
dashed line denotes the identity morphism of the object 1. Right: dashed line relations.

We have

degα̃(X) =
k

∑
i=1

degα(Xi) + 1,

and α̃ is a pseudocharacter. By Proposition 4.13 it is then the character of the unique
(up to isomorphism) semisimple representation of B(CX). Applying projections onto Xi,
i = 0,1, . . . , k shows that α is the character of a unique (up to isomorphism) semisimple
representation of B′(C).

It is straightforward to extend this proposition to C with countably many objects.

4.19. Pseudo-holonomies. Let M be a compact smooth connected n-manifold. To
M , we associate the category CM with objects – points of M . A morphism from p0 to
p1 is a piecewise smooth path γ ∶ [0,1] Ð→ M with p0 = γ(0) to p1 = γ(1). These paths
are considered up to backtracking, see Figure 4.19.1, and reparametrizations (piecewise-
smooth orientation-preserving homeomorphisms of [0,1]).

γ1

γ2
γ2

γ3 =
γ1

γ3

Figure 4.19.1: Path backtracking equivalence.

Composition of morphisms is given by the composition of paths. The category CM is
a groupoid, with the inverse of any path γ being the reverse path γ. This category is
equivalent to its skeleton subcategory, given by picking a point p ∈M and restricting to
the full subcategory CM(p) of CM consisting of endomorphisms of the object p.

Suppose we are given a real vector bundle E over M and a connection ∇ on E. It can
be described by an R-linear map

∇ ∶ Γ(E) Ð→ Γ(T ∗M ⊗E),
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where Γ(E) is the space of smooth sections of E, and ∇(fs) = df⊗s+f∇(s), for a smooth
function f and a smooth section s of E.

A connection induces a parallel transport map γ∗ ∶ Eγ(0) Ð→ Eγ(1) of fibers of the
bundle along any piecewise-smooth path γ. A piecewise-smooth loop γ ∶ [0,1] Ð→ M ,
γ(0) = γ(1) induces a linear automorphism or holonomy of ∇ along the path: γ∗ ∈
GL(Eγ(0)). For a closed path γ, the trace of the holonomy tr∇(γ, p) ∈ R does not depend
on the choice of a basepoint p = γ(x), x ∈ [0,1) on the loop. Denote this trace by tr∇(γ).
It also only depends on the gauge equivalence class of the connection.

The following proposition is clear.

4.20. Proposition. For any connection ∇ on a bundle E, the traces tr∇(γ) over all
loops γ constitute an R-valued pseudocharacter of the Brauer category B(CM) of degree
dim(E).

Vice versa, suppose given a pseudocharacter of B(CM) of degree n. Fixing a point
p ∈ M the pseudocharacter restricts to a pseudocharacter on the group EndCM (p). This
pseudocharacter has degree n and there exists a unique, up to isomorphism, semisimple
representation Ep of the group EndCM (p) of dimension n. Picking a path γq from q to p,
for each point q ∈M allows us to view Ep as a representation Eq of EndCM (q) and defines
a semisimple representation of the Brauer category B(CM).

4.21. Remark. More generally, an equivalence F ∶ C1 Ð→ C2 of categories induces a
bijection of the loops in these categories L(C1) ≅ L(C2) and a bijection between the k-
evaluations. This bijection preserves the pseudocharacter property. Thus, F induces a
bijection between the pseudocharacters of the Brauer categories B(C1) and B(C2). The
example at the beginning of Section 4.19 and in Proposition 4.20 corresponds to the
equivalence of categories CM(p) Ð→ CM given by including the full subcategory of paths
from p to p into the path category CM , where the latter is a groupoid.

One can ask under what conditions can representations Eq, over q ∈M , be glued into
a bundle E over M with fibers Vq and the action of the path category CM coming from
a connection ∇. We refer to [Lew93, CP94, BEP23], and references therein for detailed
studies of related questions. Here, we just observe the presence of a map

Gauge-equivalence classes of
connections on Rn-bundles over M

R-valued pseudocharacters
of B(CM) of degree n

and ask for additional conditions to add on both sides to make this map a bijection.
Notice that the map is not injective, in general. Pick a manifold with π1(M) which
admits a nonsemisimple representation π1(M) Ð→ GL(n) and form the corresponding
bundle with a flat connection over M . The semisimplification of that representation
produces a bundle with a flat connection not gauge equivalent to the original one (by the
semisimplification of a finite-dimensional representation V with the Jordan–Hölder series
0 = V0 ⊂ V1 ⊂ . . . ⊂ Vn = V , we mean the semisimple representation ⊕n

i=1Vi/Vi−1). These two
flat connections give rise to the same pseudocharacter of CM .
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4.22. Remark. An equivalence of categories induces a bijection of loops in them and
a bijection between their evaluations, see Remark 4.21. For the Brauer categories with
endpoints, see Section 3.11, an equivalence C1 Ð→ C2 does not induce a bijection on
evaluations. For example, an interval may be labeled by an element of Gℓ,2 ×C2 Gr,2 which
is not pulled back to an element of Gℓ,1 ×C1 Gr,1 via the equivalence, where Gℓ,i,Gr,i are
suitable (contravariant, resp. covariant) functors from Ci to Sets, i = 1,2. Rather, one
needs to have a bijection

Gℓ,1 ×C1 Gr,1 ≅ Gℓ,2 ×C2 Gr,2
to get the corresponding bijection on evaluations or further quotient out these sets to
have a bijection.

5. Two-dimensional pseudo-TQFTs

To understand two-dimensional pseudo-TQFTs let us first discuss 2D TQFTs and their
generating functions.

5.1. 2D TQFTs and generating functions. A 2D TQFT is a symmetric monoidal
functor F ∶ Cob2 Ð→ k−vect from the category of oriented 2D cobordisms to the category
of vector spaces over a field k. Such TQFTs are determined by commutative Frobenius
algebras (B, ε) where B = F(S1) is the commutative algebra that F associates to a circle
and ε ∶ B Ð→ k is a nondegenerate trace on B given by the cap cobordism (a 2-disk viewed
as a cobordism from S1 to the empty one-manifold).

A two-torus with one boundary component, see Figure 5.6.1 on the left, defines an
element hB ∈ B which we call the handle element of (B, ε). This element gives rise to the
handle map B Ð→ B taking u ∈ B to hBu. This is the map induced by the cobordism in
Figure 5.6.1 on the right.

Let {u1, . . . , ur} be a basis of B and {v1, . . . , vr} the dual basis so that ε(uivj) = δi,j.
Then

hB =
r

∑
i=1

uivi. (5.1)

Let αB,g = F(Sg) ∈ k be the value of the oriented genus g surface in the TQFT (B, ε),
where we suppress the dependence of the value on the trace ε. It can be computed in two
ways,

αB,g = ε(hg
B), g ≥ 0; αB,g = trB(hg−1

B ), g ≥ 1 (5.2)

by applying the trace ε to the g-th power of the handle element and as the trace of the
operator hg−1

B acting on B, for g ≥ 1. The second formula follows by representing Sg as
the torus with additional g − 1 holes, see Figure 5.7.5 on the right. Necessarily,

αB,1 = dim(B), (5.3)

that is, the torus evaluates to the dimension of B.
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Define the generating function of the TQFT (B, ε) by combining the values αB,g into
power series in one formal variable T :

Z(B,ε)(T ) ∶= ∑
g≥0

αB,gT
g ∈ k[[T ]]. (5.4)

It follows from the corresponding fact for topological theories [Kho20, KS21, KOK22] that
Z(B,ε)(T ) is a rational function of T . The coefficient at the linear term T is the dimension
of B, see (5.3).

The algebra B is commutative and any idempotent e in B, e2 = e, gives a direct product
decomposition B ≅ eB×(1−e)B which respects the Frobenius algebra structure, since one
can just take the components of 1 and the trace map ε in each term of the direct product.
The comultiplication is determined by the trace and has a product decomposition as
well. The generating function for (B, ε) is the sum of generating functions for the direct
summands (eB, ε∣eB), ((1−e)B, ε∣(1−e)B). Direct product decompositions of commutative
Frobenius algebras and more general TQFTs were considered in [Saw95].

To do a more detailed analysis of possible generating functions, assume from now on
that the field k is algebraically closed, k = k. Consider the handle subalgebra k⟨hB⟩ of B
generated by hB. The minimal polynomial PhB

(x) for the operator of multiplication by
hB is the same whether one considers the action of hB on B or on k⟨hB⟩.

Over k = k, the polynomial PhB
(x) factors into linear terms according to the eigen-

values of hB. If there is more than one eigenvalue, the subalgebra k⟨hB⟩ admits a system
of idempotents that allow to factorize (B, ε) into a direct product of Frobenius algebras
(Bi, εi) where in each algebra the handle element hBi

has a unique generalized eigenvalue
λi so that hBi

− λiid is nilpotent.
Let us assume that (B, ε) is of that form, so that hB − λid is nilpotent on B. Then

trB(hk
B) = dim(B)λk and the generating function has the form

Z(B,ε) = ε(1) +∑
g≥1

trB(hg−1
B )T g = ε(1) + dim(B)∑

g≥1

λg−1T g. (5.5)

It is natural to split into two cases:

Z(B,ε) = ε(1) + dim(B)T, if λ = 0, (5.6)

Z(B,ε) = ε(1) + dim(B)T
1 − λT , if λ /= 0. (5.7)

Note that dim(B) ≥ 1. If dim(B) = 1 then ε(1) = λ−1 since the handle element hB = λ /= 0,
and the generating function is

Z(B,ε) = λ−1 +
T

1 − λT =
λ−1

1 − λT , λ ∈ k∗. (5.8)

Any finite-dimensional commutative k-algebra is a product of local algebras. If B has
idempotents other than 0,1, the Frobenius algebra (B, ε) can be further factored. We
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can then assume that B is a local ring, with a unique maximal ideal m. Necessarily,
B/m ≅ k and there is a decomposition B ≅ k1⊕m.

Assume now that dim(B) ≥ 2. Choose a basis {1, u2, . . . , ur} of B, ui ∈ m, r = dim(B) ≥
2, which determines the dual basis {v1, . . . , vr}, with the handle element

hB = v1 +
r

∑
i=2

uivi ∈ v1 +m. (5.9)

(1) Consider first the case λ = 0, see (5.6). Then hB ∈ m, since it acts nilpotently on
B. We see that v1 ∈ m.

Take B = k[x]/(xm) and

ε(xi) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1 if i =m − 1,
0 if 1 ≤ i ≤m − 2,
µ if i = 0,

so that ε takes values µ and 1 on 1 and xm−1, respectively, and 0 on all other powers
of x. Here µ ∈ k with no restrictions. Clearly, ε is nondegenerate since it is nonzero
on the unique minimal ideal (xm−1) of B and turns B into a Frobenius algebra. Take a
basis {1, x, x2, . . . , xm−1}. Then the dual basis is {xm−1, xm−2, . . . , x,1−µxm−1}, which can
be checked directly. The handle element hB = rxm−1 is indeed nilpotent, h2

B = 0. The
generating function is

Z(B,ε) = µ +mT, µ ∈ k, r ≥ 2. (5.10)

(2) Consider now the case λ /= 0, see (5.7). As earlier, we assume that B is local,
B ≅ k1⊕m, with m the maximal ideal.

It is known that the handle element hB for a commutative local Frobenius algebra
(B, ε) with k algebraically closed, lies in the socle of B, see the answer by user Mare in
the discussion in [SP22] and Propositions 3.6.14 and 1.10.18 in [Zim14].

In particular, h2
B = 0 and hB is nilpotent if B is not the ground field k. Hence, if

λ /= 0, the algebra B is the direct product of one-dimensional Frobenius algebras k, with
ε(1) = λ−1 in each term, and its generating function is

Z(B,ε)(T ) =
dim(B)λ−1
1 − λT .

5.2. Remark. For a one-dimensional algebra B = k with comultiplication ∆(1) = γ1⊗ 1
and trace ε(1) = γ−1, γ ∈ k∗ the value of the handle element is γ and the generating
function is

γ−1 + T + γT 2 + . . . = γ−1

1 − γT .

Note that the coefficient at T is one, which is the dimension of B.

Putting this information together gives a complete answer for possible generating
functions of commutative Frobenius algebras over k = k.
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5.3. Proposition. Let (B, ε) be a commutative Frobenius algebra over an algebraically
closed field k. Then its generating function Z(B,ε)(T ) has one of the following two forms:

Z(B,ε) = µ +mT +
s

∑
i=1

miλ−1i
1 − λiT

, µ ∈ k, m ∈ Z≥2, mi ∈ Z≥1, λi ∈ k∗, (5.11)

Z(B,ε) =
s

∑
i=1

miλ−1i
1 − λiT

, mi ∈ {1,2, . . .}, λi ∈ k∗, (5.12)

and all possible values of the parameters are realized.

Notice that, in case (5.11), this generating function expands as

Z(B,ε) = (µ +
s

∑
i=1

miλ
−1
i ) + (m +

s

∑
i=1

mi)T + . . . .

Any coefficient at the constant term can be realized via a suitable µ, andm ≥ 2 is required.
The coefficients of the generating function take values in k. If char(k) = p, the T -

coefficient α1 = dim(B) takes values in Z/p, and values m = 0,1 modulo p become possible,
giving an additional flexibility in picking m if the rest of the parameters is fixed. For
char(k) = p, Equation (5.12) can be written as a special case of (5.11) by setting µ = 0
and m = p in the latter.

We restrict our consideration to characteristic 0 fields from now on, where dimensions
cannot be reduced modulo a prime. We then realize the above generating function by
taking B to be the direct product of the nilpotent algebra of dimension m in example (1)
above and mi copies of the one-dimensional Frobenius algebra with ε(1) = λ−1i , 1 ≤ i ≤ s.

Let us emphasize that, specializing to char(k) = 0, in the m ≥ 2 case the generating
function has the most general form in (5.11), the case m = 1 is impossible (a Frobenius
algebra with a nontrivial nilpotent ideal cannot have dimension 1), and, in the m = 0 case,
the coefficient at T 0 is determined by the mi’s and λi’s as ∑s

i=1miλi.

In the case (5.12), which corresponds to a semisimple B (product of mi copies of the
one-dimensional Frobenius algebra with ε(1) = λ−1i , 1 ≤ i ≤ s), the generating function
expands as

Z(B,ε) = (
s

∑
i=1

miλ
−1
i ) + (

s

∑
i=1

mi)T + . . . ,

and there is no additional freedom to choose the constant term, unlike in (5.11).

5.4. Two-dimensional topological theories. A topological theory α for oriented
2-dimensional cobordisms with values in a field k is determined by the generating function
of its evaluations

Zα(T ) ∶= ∑
g≥0

αgT
g, αg ∈ k. (5.13)

Here T is a formal variable and αg = α(Sg) is the evaluation of a connected oriented
surface of genus g. We refer the reader to [Kho20, KS24, KOK22] for details on topological
theories in two dimensions.
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It was observed in [Kho20] that the state spaces Aα(m) of one-manifolds ⊔mS1, the
union of m circles, are finite-dimensional if and only if

Zα(T ) =
P (T )
Q(T ) , Q(0) /= 0, (5.14)

for some polynomials P (T ),Q(T ), that is, if and only if Zα(T ) is a rational function in
T . Let us assume these equivalent conditions hold from now on (such topological theories
are called rational). A topological theory α gives a lax symmetric monoidal functor

Fα ∶ Cob2 Ð→ k−vect (5.15)

taking ⊔mS1 to its state space Aα(m) and inducing maps for oriented cobordisms between
one-manifolds.

One may ask under what conditions on Zα(T ) can this theory be lifted to a two-
dimensional oriented TQFT over k, which were considered earlier in this section and
which correspond to commutative Frobenius k-algebras (B, ε).

A lifting ϕ is a natural transformation

ϕ ∶ Fα Ð→ F(B,ε) (5.16)

from the lax monoidal functor Fα to the monoidal functor F(B,ε) that preserves evaluations
of closed surfaces:

Fα(S) = α(S), (5.17)

for all closed surfaces S.
It consists of a collection of k-linear maps ϕm ∶ Aα(m) Ð→ B⊗m, for all m ≥ 0, that

intertwine all maps induced by two-dimensional oriented cobordisms between unions of
m and m′ circles. A closed surface S is an endomorphism of the unit object ∅1 of Cob2
(the empty one-manifold). Under the functors Fα and F(B,ε), it goes to endomorphisms
of multiplication by Fα(S) and F(B,ε)(S) of

k = Fα(∅1) = F(B,ε)(∅1). (5.18)

Necessarily, the maps ϕm are inclusions, since the pairing of Aα(m) with itself (via
the tube cobordism) is nondegenerate.

Since ϕ preserves evaluations of closed surfaces, the generating functions of the topo-
logical theory α and of the TQFT for the commutative Frobenius algebra (B, ε) are equal:

Zα(T ) = Z(B,ε)(T ). (5.19)

5.5. Corollary. A 2-dimensional topological theory α over an algebraically closed field
k that embeds into a TQFT over k has generating function Zα(T ) as in (5.11) or (5.12).

This follows at once from Proposition 5.3. This corollary gives a necessary condition
for α to embed into a TQFT. Notice that equations (5.11) and (5.12) are much more
restrictive conditions on Zα(T ) than the rationality condition Zα(T ) = P (T )/Q(T ), which
is the criterion for α to have finite-dimensional state spaces. The latter condition, though,
does not require any restrictions on the field.
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5.6. Remark. In the topological theory associated to the evaluation α, the state space
Aα(1) of one circle is also naturally a commutative Frobenius algebra, via the multipli-
cation, unit and trace cobordisms. Thus, the component of the object 1 of the natural
isomorphism from (5.16)

ϕ1 ∶ Aα(1) Ð→ B

is a morphism of commutative Frobenius algebras.
The algebra Aα(1) has a single generator, the handle element hα, see Figure 5.6.1.

Multiplication by this element is the handle morphism Aα(1) Ð→ Aα(1), see Figure 5.6.1.
Likewise, B has the handle element hB and ϕ1(hα) = hB. We can then identify Aα(1)
with the subalgebra k⟨hB⟩ of B generated by hB:

Aα(1) ≅ ϕ1(Aα(1)) = k⟨hB⟩ ⊂ B. (5.20)

Figure 5.6.1: The handle element hα (and hB) is shown on the left and the handle mor-
phism (multiplication by hα on Aα(1) and by hB on B) is shown on the right.

5.7. Pseudo-TQFTs in two dimensions. Assume now that evaluation α is a pseu-
docharacter of the category Cob2 of two-dimensional oriented cobordisms with values in
an algebraically closed field k of characteristic 0. We use terms pseudocharacter and
pseudo-TQFT interchangeably.

Since Cob2 has a single generating object S1 (the circle), a pseudocharacter α (or
its generating function Zα(T )) has the property that for some d ≥ 0 completing the
antisymmetrizer e−X,d+1 to any closed cobordism and evaluating via α results in 0. The
smallest such d is called the degree of α on S1.

Pick a cobordism h from d + 1 copies of the circle ⊔d+1S1 to itself. Suppose that in h
two of circles on the same side of h (either at the top or at the bottom) belong to the
same connected component of h. Conjugating he−S1,d+1 or e−S1,d+1h by a permutation, if
necessary, as in the proof of Proposition 4.12, we can bring the two circles next to each
other, see Figure 5.7.1.

Pulling out the antisymmetrizer of size two at these two circles from the larger antisym-
metrizer e−S1,d+1, see Figure 5.7.2 shows that either he−S1,d+1 = 0 or e−S1,d+1h = 0, depending
on whether the circles are at the bottom or the top.

This reduces the pseudocharacter condition to cobordisms where all d + 1 circles at
the bottom of h belong to different components of h, and likewise for the top d+1 circles.
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Figure 5.7.1: Multiplying by a permutation at the bottom of the diagram h brings together
the two circles on the same connected component. We get he−S1,3 = h(23)(23)e−S1,3 =
−(h(23))e−S1,3. In the cobordism h(23), the two circles of one component are next to each
other.

e−S1,2

= − = 0

Figure 5.7.2: Antisymmetrizing along the two circles in the same connected component
results in 0.

Further conjugating by permutations (due to the antisymmetrizer these permutations
at most change the sign of the evaluation of the closure of he−S1,d+1), we can reduce the
consideration to h that consist of several vertical annuli on the left side, each possibly
carrying one or more handles, and surfaces of genus 0 or higher capping off circles and
the top and bottom on the right side, see Figure 5.7.3 on the left.

+ + + + +

+ + + + +

3
2

Figure 5.7.3: Left: normal form, up to the action of Sn by permutations at the top and
bottom, for a cobordism where no two circles on one side belong to the same connected
component. Right: encoding such a cobordism by a one-dimensional cobordism with
inner endpoints and defects.
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These 2D cobordisms can be combinatorially encoded by 1D cobordism with defects,
as shown in Figure 5.7.3 on the right.

We see that the pseudocharacter condition on α needs only to be checked for special
cobordisms that can be encoded by one-dimensional lines and half-intervals that carry
defects of a single type, with no additional labels needed (n defects on a line are encoded
by a single dot with n next to it). These one-dimensional cobordisms with defects can be
interpreted as a special case of the Brauer category with inner endpoints as follows.

Consider the category C1 with a single object X and a generating morphism x ∶X Ð→
X with no relations on powers of x. Form the Brauer category B(C1). The latter is a
category of one-dimensional oriented cobordisms carrying unlabeled dots.

Next, we enhance B(C1) to a Brauer category with endpoints. We use the covariant
functor

HomC1(X,∗) ∶ C1 Ð→ Sets, (5.21)

respectively, the contravariant functor

HomC1(∗,X) ∶ Cop1 Ð→ Sets, (5.22)

and form the Brauer category with endpoints B′(C1) for the category C1 and the above
two functors.

The resulting monoidal category has morphisms given by oriented 1D cobordisms be-
tween oriented 1D manifolds. Each connected component may have some number of dots.
Floating components are oriented intervals and circles decorated by dots. Figure 5.7.4
gives an example of a morphism in the category B′(C1).

+ − − +

− + −

Figure 5.7.4: A morphism in B′(C1).

There is a symmetric monoidal functor

F1 ∶ B′(C1) Ð→ Cob2 (5.23)

taking X to an oriented circle and a vertical line with a dot to the handle morphism in
Figure 5.6.1. The dual object X∗ is sent to the oppositely oriented circle. In particular,
although X and X∗ are not isomorphic in B′(C1), their images in Cob2 are isomorphic.
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+

+

F1

Figure 5.7.5: Left: the functor F1 takes a one-dimensional cobordism with one defect and
maps it to a 2D cobordism with one handle. Right: a circle with three defects maps to a
genus four surface.

The functor F1 takes a circle with n dots to a connected surface of genus n + 1, see
Figure 5.7.5. This functor also takes an interval with n dots to a connected surface of
genus n.

Suppose that α is a pseudocharacter on Cob2 evaluating a closed connected surface of
genus n to αn, n ≥ 0.

Pulling back α from Cob2 to B′(C1) via the functor F1 results in a pseudocharacter
on B′(C1), denoted α∗, that evaluates a circle with n dots to αn+1 and an interval with n
dots to αn.

From Proposition 4.18 we know that any pseudocharacter on B′(C1) with values in an
algebraically closed field k of characteristic 0 comes from the character of a semisimple
representation V1 of C1 and the two functors (5.21), (5.22).

The representation V1 assigns the ground field k to the identity object 1 and a vector
space V to the object X. Oriented half-intervals induce maps ι and p between k and V
in the opposite directions, and the endomorphism x ∶X Ð→X induces an endomorphism
on V , denoted h, see Figure 5.7.6.

+
V

k

ι

+ V

k

p

V

V

h

Figure 5.7.6: Cobordisms that induce the maps ι, p, h of the representation V1 = k⊕ V .

We encode these two vector spaces and the maps ι, p, h by a graph shown in Fig-
ure 5.7.7 which has two vertices v0, v1, two oriented edges and one loop, at v1. The data
of k, V and the three maps define a particular representation of the corresponding quiver.

The composition

phnι ∶ k ιÐ→ V
hn

Ð→ V
pÐ→ k
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v0 v1

k V

ι

p

h
phnι = αn

trV (hn) = αn+1

⎫⎪⎪⎬⎪⎪⎭
Ô⇒ phn+1ι = trV (hn)

Figure 5.7.7: Left: the quiver for our data of spaces and maps. Right: the relations on
ι, p and h.

is the scalar equal to the evaluation α∗ of an oriented interval In with n dots. The functor
F1 takes In to Sn, the closed connected surface of genus n, so that

phnι = α∗(In) = α(Sn) = αn.

Likewise, F1 takes a circle with n dots to Sn+1, a genus n + 1 connected surface, see
Figure 5.7.5. In the TQFT corresponding to V1, the circle with n dots evaluates to the
trace of the n-th power of h, so that trV (hn) = αn+1 Summarizing, we have the relations

phnι = αn, trV (hn) = αn+1, n ≥ 0. (5.24)

Over an algebraically closed field k, the endomorphism h of V can be brought to an
upper-triangular form. Assume that h has eigenvalue 0 with some multiplicity m ∈ Z+ =
{0,1, . . .}, so that

m = dim ker(h), (5.25)

and h has nonzero eigenvalues λ1, . . . , λs with multiplicities m1, . . . ,ms ∈ {1,2, . . .}. Then

trV (hn) =
s

∑
i=1

miλ
n
i ,

and

∑
n≥0

αn+1T
n = ∑

n≥0

trV (hn)T n =m + ∑
n≥0

s

∑
i=1

miλ
n
i T

n =m +
s

∑
i=1

mi

1 − λiT
.

The additional term m comes from the kernel of h, which contributes to the trace of h0

but not to the trace hn for n ≥ 1. Note that the traces of hn give no information on α0

(the evaluation of the 2-sphere), since only surfaces of genus 1 and higher appear when
applying F1 to a circle with dots. Multiplying the above by T and adding α0, we obtain
strong constraints on the generating function of α:

5.8. Proposition. The generating function of a pseudocharacter α on Cob2 with values
in an algebraically closed field k of characteristic 0 is rational and has the following form:

Zα(T ) = α0+mT +
k

∑
i=1

miT

1 − λiT
= µ+mT +

s

∑
i=1

miλ−1i
1 − λiT

, m ∈ Z≥0, mi ∈ Z≥1, λi ∈ k∗, (5.26)
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where µ = α0 −
s

∑
i=1

miλ
−1
i . The pseudocharacter has degree

degα(S1) =m +
s

∑
i=1

mi,

which is also the coefficient of the linear term in Zα(T ).
The case s = 0, so that the generating function is linear, is allowed.

We show below that not all generating functions above come from pseudocharacters,
in particular disallowing the case m = 1 in Lemma 5.10. Notice first that the generating
function of a 2D TQFT is necessarily the generating function of a pseudocharacter of Cob2.
The generating functions of 2D TQFTs for algebraically closed fields k are classified in
Proposition 5.3. Note that the classification is identical with that of Proposition 5.8 for
m ≥ 2. In particular, we obtain the following result.

5.9. Corollary. Any function as in (5.26) with m ≥ 2 is the generating function of a
k-valued pseudocharacter of Cob2 with char(k) = 0 and k = k.

We now consider the remaining cases m = 0,1. When m = 0, the generating functions
of 2D TQFTs are more restrictive, see (5.12), while m = 1 is not possible for a 2D TQFT.
Due to Equation (5.25), these cases correspond to h ∶ V Ð→ V being invertible (m = 0)
and to ker(h) of dimension one (m = 1).

Recall the relations (5.24), also reproduced below,

phnι = αn, trV (hn) = αn+1, n ≥ 0. (5.27)

In particular,
phn+1ι = trV (hn), n ≥ 0. (5.28)

Since phn+1ι = trV (ι phn+1), we see that

trV (hn(h ι p − idV )) = 0, n ≥ 0. (5.29)

Consider now the case m = 0 in the generating function, that is, m = dimker(h) = 0
and the endomorphism h is invertible. Write h−1 = P (h) for some polynomial in h. Taking
a linear combination of equations, (5.29) gives that

trV (h−1(h ι p − idV )) = 0

or that
trV (ι p) = trV (h−1).

Consequently,

α0 =
s

∑
i=1

miλ
−1
i ,
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and, when m = 0 (equivalently, when h is invertible), the generating function of the
pseudocharacter α has the form

Zα(T ) =
s

∑
i=1

miλ−1i
1 − λiT

, mi ∈ {1,2, . . .}, λi ∈ k∗,

which is identical with possible generating functions of 2D TQFTs where the handle
element h is invertible, see Proposition 5.3 and (5.12). Thus, all such functions are indeed
generating functions of pseudocharacters of Cob2.

5.10. Lemma. There does not exist a pseudocharacter generating function as in equation
(5.26) in Proposition 5.8 with m = 1.
Proof. Recall that m = dim ker(h). We will prove that a vector space V with maps
(p, ι, h) as in Figure 5.7.7 and generating function in (5.26) in Proposition 5.8 such that
m = 1 does not exist. To show that we treat this case in several steps.

I. Consider first the case of diagonal h with eigenvalues 0, λ1, . . . , λN , necessarily with
λi /= 0, 1 ≤ i ≤ N . In a suitable basis of V we can write

p = (p0 p1 . . . pN) , h =
⎛
⎜⎜⎜
⎝

0 0 . . . 0
0 λ1 . . . 0
⋮ ⋮ ⋱ ⋮
0 0 . . . λN

⎞
⎟⎟⎟
⎠
, ι =

⎛
⎜⎜⎜
⎝

a0
a1
⋮
aN

⎞
⎟⎟⎟
⎠
. (5.30)

The relations are

α0 =
N

∑
i=0

piai, (5.31)

αn = p1a1λ
n
1 + . . . + pNaNλn

N , n ≥ 1, (5.32)

α1 = N + 1, (5.33)

αn = λn−1
1 + . . . + λn−1

N , n ≥ 2. (5.34)

Equating the right hand side terms in the second and fourth relations for n = 2,3, . . . ,N+1
and writing the resulting relations in matrix form gives the equation

⎛
⎜⎜⎜
⎝

λ2
1 λ2

2 . . . λ2
N

λ3
1 λ3

2 . . . λ3
N

⋮ ⋮ ⋱ ⋮
λN+1
1 λN+1

2 . . . λN+1
N

⎞
⎟⎟⎟
⎠

⎛
⎜⎜⎜
⎝

p1a1
p2a2
⋮

pNaN

⎞
⎟⎟⎟
⎠
=
⎛
⎜⎜⎜
⎝

λ1 + . . . + λN

λ2
1 + . . . + λ2

N

⋮
λN+1
1 + . . . + λN+1

N

⎞
⎟⎟⎟
⎠
. (5.35)

The N ×N matrix on the left hand side is the product of the diagonal matrix with entries
λ2
i and the Vandermonde matrix. Assume that λ1, . . . , λN are distinct. Then this matrix

is invertible and the system of equations has a unique solution

piai = λ−1i , i = 1, . . . ,N.
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Substituting this into the relation (5.32) for n = 1 gives α1 = N , which contradicts the
relation α1 = N +1, see (5.33). This is a contradiction, assuming λi’s are pairwise distinct.

To treat the case when some eigenvalues λi’s are equal, assume that the distinct
eigenvalues among them are µ1, . . . , µr and appear with multiplicities m1, . . . ,mr so that
m1 + . . . +mr = N . Permute the basis vectors of V so that the eigenvalues are

0, µ1, . . . , µ1, µ2, . . . , µ2, µ3, . . . , µr,

in this order, and the matrix of h has the block form, h = (0) ⊕ µ1Im1 ⊕ . . .⊕ µrImr , where
Im is the m ×m identity matrix. Computing the composition phkι, for k > 0, we obtain

αk = phkι = p1µk
1a1 + . . . + pNµk

raN = (p1a1 + . . . + pm1am1)µk
1 +

+(pm1+1am1+1 + . . . + pm1+m2am1+m2)µk
1 + . . . + (pN+1−mraN+1−mr + . . . + pNaN)µk

r

= PA1µ
k
1 + PA2µ

k
2 + . . . + PArµ

k
r ,

where

PA1 ∶= p1a1 + . . . + pm1am1 , PA2 ∶= pm1+1am1+1 + . . . + pm1+m2am1+m2 , . . . .

Together with the relations

αn+1 = trV (hn) =
r

∑
i=1

miµ
n
i ,

equating the two expressions for for each of α2, . . . , αr+1 results in the matrix equation

⎛
⎜⎜⎜
⎝

µ2
1 µ2

2 . . . µ2
r

µ3
1 µ3

2 . . . µ3
r

⋮ ⋮ ⋱ ⋮
µr+1
1 µr+1

2 . . . µr+1
r

⎞
⎟⎟⎟
⎠

⎛
⎜⎜⎜
⎝

PA1

PA2

⋮
PAN

⎞
⎟⎟⎟
⎠
=
⎛
⎜⎜⎜
⎝

m1µ1 + . . . +mrµr

m1µ2
1 + . . . +mrµ2

r

⋮
m1µr

1 + . . . +mrµr
r

⎞
⎟⎟⎟
⎠
. (5.36)

The r × r matrix on the left hand side is nondegenerate since µi /= 0 are pairwise distinct.
Consequently, this system has a unique solution, which is easy to guess:

PAi =
mi

µi

, 1 ≤ i ≤ r.

Writing down the two expressions for α1:

phι = α1 = trV (h0) = dim(V ) = N + 1,

results in a contradiction

phι =
r

∑
i=1

PAiµi =
r

∑
i=1

mi = N /= N + 1.

We see that there are no solutions to the above system of equations (5.27) when h is
semisimple with m = dim(kerh) = 1.
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II. Suppose next that h has at least two nonsemisimple Jordan blocks with the same
generalized eigenvalue λ /= 0. Each of these blocks has a vector vi, i = 1,2, satisfying
hvi = λvi. The map p ∶ V Ð→ k, restricted to kv1⊕kv2 has a kernel. Pick a nonzero vector
v in the kernel p(v) = 0. Then (0,kv) is a subrepresentation of (k, V ), since it is stable
under the action of p, ι, and h.

We can assume that (k, V ) is a semisimple representation of the quiver in Figure 5.7.7,
by Proposition 4.18. Then (0,kv) has a complementary subrepresentation. Restricting
to the action of h results in a contradiction, since a one-dimensional semisimple represen-
tation in the sum of two nonsemisimple Jordan blocks cannot have a complement, even
after a direct sum with any other finite-dimensional representation of k[h]. Note that the
semisimplicity condition on (p, ι, h) does not immediately imply semisimplicity for h, but
does allow to exclude having a pair of nonsemisimple Jordan blocks for the same λ.

We have now reduced to the case that h has at most one nonsemisimple Jordan block
for each of its eigenvalues.

III. Next, we treat the case when h has a single Jordan block Jλ,N , besides the (0)
summand:

p = (p0 p1 . . . pN) , h = (0) ⊕

⎛
⎜⎜⎜⎜⎜⎜
⎝

λ 1 0 . . . 0
0 λ 1 . . . 0
0 0 λ . . . 0
⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 . . . λ

⎞
⎟⎟⎟⎟⎟⎟
⎠

, ι =
⎛
⎜⎜⎜
⎝

a0
a1
⋮
aN

⎞
⎟⎟⎟
⎠
. (5.37)

Powers of h are easy to write down:

hn = (0) ⊕

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

λn nλn−1 (n
2
)λn−2 . . . ( n

n−N+1
)λn−N+1

0 λn nλn−1 . . . ( n
n−N+2

)λn−N+2

0 0 λn . . . ( n
n−N+3

)λn−N+3

⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 . . . λn

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

, (5.38)

with the convention that (nm) = 0 if m < 0. Let

γi =
N+1−i

∑
j=1

pjai+j, 0 ≤ i ≤ N − 1. (5.39)

The equation (5.28), also see below

phnι = αn = trV (hn−1), n ≥ 2, (5.40)
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for n = 2,3, . . . ,N + 1, can be written as

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

λ2 2λ 1 . . . 0

λ3 (3
1
)λ2 (3

2
)λ . . . 0

λ4 (4
1
)λ3 (4

2
)λ2 . . . 0

⋮ ⋮ ⋮ ⋱ ⋮
λN+1 (N+1

1
)λN (N+1

2
)λN−1 . . . (N+1N−1

)λ2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

γ0

γ1

γ2

⋮
γN−1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

Nλ

Nλ2

Nλ3

⋮
NλN

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

. (5.41)

Notice that the N ×N matrix on the left hand side is given by taking the first column
(λ2, λ3, . . . , λN+1)T , and the subsequent columns are scaled j-th derivatives (j!)−1dj/dλj

of that column, j = 1, . . . ,N − 1.
The N × N matrix YN on the left hand side is invertible. One can see this by first

subtracting the (N −1)-st row times λ from the last row, then subtracting the (N −2)-nd
row times λ from row N − 1, and eventually subtracting row one times λ from the second
row. The resulting matrix has the form

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

λ2 2λ 1 0 . . . 0

0 λ2 2λ 1 . . . 0

0 λ3 (3
1
)λ2 (3

2
)λ . . . 0

⋮ ⋮ ⋮ ⋮ ⋱ ⋮
0 λN (N

1
)λN−1 (N

2
)λN−2 . . . ( N

N−2
)λ2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

It is given by placing the truncated matrix YN−1 into the lower right corner and adding the
first column (λ2,0, . . . ,0)T and the first row (λ2,2λ,1,0, . . . ,0). Iterating this procedure
we see that det(YN) = λ2N /= 0. Consequently, the above system of linear equations on
γ0, . . . , γN−1 has a unique solution. It is given by

γ0 =
N

λ
, γi = 0, 1 ≤ i ≤ N − 1.

Writing down the equation

phι = α1 = trV (IN+1) = N + 1 (5.42)

gives λγ0 = N = N + 1, a contradiction.

IV. We now look at h with one nonsemisimple λ-Jordan block and one or more
semisimple (or 1 × 1) λ-Jordan blocks:

p = (p0 p1 . . . pM) , h = (0) ⊕ Jλ,N ⊕ (λI1)M−N , ι =
⎛
⎜⎜⎜
⎝

a0
a1
⋮

aM

⎞
⎟⎟⎟
⎠
, (5.43)
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where Jλ,N is the standard form of the Jordan block of size N ×N and (λI1)M−N is the
identity matrix of size M −N times λ. In that case γi for 1 ≤ i ≤ N are defined as in (5.39)
while

γ0 =
M

∑
j=0

pjaj

is lengthened by the extra terms corresponding to the semisimple tail of h. Then Equation
(5.41) gets replaced by the same equation but with the column on the right hand side
given by (Mλ,Mλ2, . . . ,MλN)T , simply converting coefficient N in each term to M . This
system has a unique solution

γ0 =
M

λ
, γi = 0, 1 ≤ i ≤ N − 1.

Inserting these values into the equations for α1 again results in the contradiction, giving
M =M + 1.

V. Assume now that h consists of the (0) block and several nonsemisimple Jordan
blocks Jλi,Ni

, Ni > 1, with pairwise distinct eigenvalues λi:

h = (0) ⊕ Jλ1,N1 ⊕ . . .⊕ Jλr,Nr , N1 + . . . +Nr = N.

For each pair (λi,Ni) set up an N ×Ni matrix Ti with the first column (λ2
i , λ

3
i , . . . , λ

N+1
i )T

and subsequent columns given by taking normalized j-th derivatives (j!)−1dj/dλj of entries
of the first column, j = 1, . . . ,Ni − 1,

Ti =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

λ2
i 2λi 1 . . . 0

λ3
i (3

1
)λ2

i (3
2
)λi . . . 0

λ4
i (4

1
)λ3

i (4
2
)λ2

i . . . 0

⋮ ⋮ ⋮ ⋱ ⋮
λN+1
i (N+1

1
)λN

i (N+1
2
)λN−1

i . . . (N+1Ni−1
)λN−Ni

i

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

. (5.44)

Next, put these matrices together into an N ×N matrix

T = (T1 T2 . . . Tr) . (5.45)

For each Jordan block Jλi,ni
define

γi,j =
Ni+1−j

∑
s=1

pi,sai,j+s, 0 ≤ s ≤ Ni − 1, (5.46)

where
pi,s = pN1+...+Ni−1+s, ai,j+s = aN+1+...+Ni−1+j+s.

Define the N × 1-matrix Γ by

ΓT = (γ1,0 . . . γ1,N1−1 γ2,0 . . . γ2,N2−1 . . . γr,0 . . . γr,Nr−1) .
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Finally, consider the N × 1-matrix

RT = (
r

∑
i=1

Niλi

r

∑
i=1

Niλ
2
i . . .

r

∑
i=1

Niλ
N
i ) .

The equalities coming from the two expressions for α2, . . . , αN+1 can be written as the
matrix equation

T Γ = R. (5.47)

5.11. Lemma. The determinant of T has the form

detT = u
r

∏
i=1

λ2Ni
i ⋅∏

i<j

(λi − λj)NiNj ,

where u is an invertible rational number.

This lemma is proved in [MaS18]. The matrix U[0] in Section 5.1.1 of that paper is
a generalization of the matrix T above. One needs to scale columns of U[0] by factorials
to make the first row consist of powers of α1, in the notations of [MaS18], and then scale
rows by factorials as well to make entries into products of binomial coefficients times αj

i .
Rotating the matrix 90 degrees counterclockwise, specializing ℓ0 = 2 and relabeling αi to
λi and L0 to N +2 recovers the matrix T above. Lemmas 5.2, 5.3 and the proof of Lemma
5.4 in [MaS18] imply that the determinant of T has the form as in Lemma 5.11.

∎
In our experiments, the parameter u = ±1.
Since λi /= 0 and λi’s are pairwise distinct, we see that the equation (5.47) has a unique

solution, which can be guessed to be

γi,0 =
Ni

λi

, γi,j = 0, j > 0, 1 ≤ i ≤ r. (5.48)

Equating the two expressions for α1 now gives a contradiction N = N + 1.
VI. The most general case is when, for a given eigenvalue λi, there’s at most one

nonsemisimple Jordan block and several 1 × 1 blocks. This case requires only a minor
modification of the above argument, with only the the column matrix R on the right of
(5.47) changed. It is exactly the difference between steps III and IV, see earlier, with
the matrix T unchanged and the unique solution given by replacing Ni by Mi in (5.48),
where Mi −Ni is the number of semisimple blocks of eigenvalue λi.

Step VI concludes the proof of Lemma 5.10.

5.12. Remark. The matrix T in (5.45) is a variation on the confluent Vandermonde
matrix. These matrices and their determinants appear in the theory of random matrices
[Meh67], in approximation theory and Diophantine geometry, see [MaS18] and references
therein.
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5.13. Remark. A alternative short proof of the impossibility m = 1 is as follows. The
sequence phnι is a fixed linear combination of entries of matrix hn, i.e. linear combination
of sequences of the form λn

i , nλ
n
i , n(n − 1)λn etc. (finitely many sequences taken from

the formula (5.38) for hn and its version for h with multiple Jordan blocks and various
eigenvalues λi). It is a classical result that these sequences (and even their tails when
we restrict to n > K for some fixed number K) are linearly independent. This is easy
to prove directly: if there is a linear dependence, there is a similar linear dependence of
generating functions. If one considers the tails for n >K, then there is a linear dependence
of generating functions modulo polynomials of degree at most K. Now the result follows
since the generating functions are 1/(1 − λiT )s for various λi /= 0 and s > 0.

On the other hand, we have that the sequence phnι equals the sequence trV (hn−1) for
n ≥ 2. It follows that the coefficients in linear combination for phnι are exactly the same
as coefficients for the sequence trV (hn−1); thus the same formula applies even for n = 1
which gives a contradiction due to the presence of an additional 1 in trV (h0) = trV (I)
corresponding to the eigenvalue 0 subspace.

This obstruction is unique to m = 1. If m = 2 (and, more generally, m > 2) there
could be a 2× 2 Jordan cell with eigenvalue 0 in the decomposition of h. Then one of the
matrix entries of hn is the sequence (0,1,0,0,0, . . . ). Using this sequence one can adjust
an incorrect value of α1, avoiding the contradiction.

We have included both proofs of impossibility of the m = 1 case in this paper. The
first proof is long but exhibits an interesting connection to the confluent Vandermonde
determinant and Diophantine approximations [Meh67, MaS18].

Putting the cases m ≥ 2, m = 1 and m = 0 together gives a classification of pseu-
docharacters for two-dimensional topological theories over algebraically closed fields of
characteristic 0.

5.14. Theorem. Suppose that α is a pseudo-TQFT (a pseudocharacter) for the category
Cob2 of oriented two-dimensional cobordisms taking values in an algebraically closed field
k of characteristic 0. Then the generating function Zα(T ) is rational and has the form
(5.11) or (5.12) as in Proposition 5.3. In particular, any such pseudocharacter embeds
into a two-dimensional TQFT for Cob2 given by some commutative Frobenius algebra
(B, ε) over k.

This result can be viewed as the first step in studying pseudocharacters beyond di-
mension one. While the one-dimensional case, needed in number theory, has G-labeled
defects placed on a one-manifold, the above theorem is for two-manifolds without defects.
Possible extensions of this result to two-manifolds with defects are worth investigating.
For instance, placing labeled zero-dimensional defects on a surface corresponds to coupling
the category Cob2 to a commutative algebra, see [KOK22, Section 8]. A classification of
pseudocharacters for such decorated Cob2 categories may extend the work of Buchstaber
and Rees [BR04] on pseudocharacters for commutative rings and its generalization to the
super case [KV20].
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