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DRAZIN INVERSES IN CATEGORIES
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This paper is dedicated to Bill Lawvere, a great mathematician, a mentor, and a friend.

Abstract. Drazin inverses are a fundamental algebraic structure which have been
extensively deployed in semigroup theory, ring theory, and matrix theory. Drazin inverses
can also be defined for endomorphisms in any category. However, beyond a paper by
Puystjens and Robinson from 1987, there has been almost no further development of
Drazin inverses in category theory. Here we provide a survey of the theory of Drazin
inverses from a categorical perspective. We introduce Drazin categories, in which every
endomorphism has a Drazin inverse, and provide various examples including the category
of matrices over a field, the category of finite length modules over a ring, and finite set
enriched categories. We also introduce the notion of expressive rank and prove that a
category with expressive rank is Drazin. Moreover, we not only study Drazin inverses in
mere categories, but also in additive categories and dagger categories. In an arbitrary
category, we show how a Drazin inverse corresponds to an isomorphism in the idempotent
splitting, as well as explain how Drazin inverses relate to Leinster’s notion of eventual
image duality. In additive categories, we consider core-nilpotent decompositions, image-
kernel decompositions, and Fitting decompositions. We also develop the notion of Drazin
inverses for pairs of opposing maps, generalizing the usual notion of Drazin inverse
for endomorphisms. As an application of this new kind of Drazin inverse, for dagger
categories, we provide a novel characterization of the Moore-Penrose inverse in terms of
being a Drazin inverse of the pair of a map and its adjoint.
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1. Introduction

In a semigroup S, a Drazin inverse of x ∈ S is a xD ∈ S such that: [D.1] there is a k ∈ N
(called the Drazin index) such that xk+1xD = xk; [D.2] xDxxD = xD; and [D.3] xDx = xxD.
While a Drazin inverse may not always exist, if a Drazin inverse exists then it is unique,
so we may speak of the Drazin inverse. The term Drazin inverse is named after Michael P.
Drazin, who originally introduced the concept of Drazin inverses in rings and semigroups
under the modest name “pseudo-inverse” [12]. The “inverse” part in the term “Drazin
inverse” is justified since it is a generalization of the usual notion of inverse, that is, if S
is a monoid and u ∈ S is invertible, then its inverse is also its Drazin inverse, uD = u−1,
and conversely elements of S with Drazin index zero are precisely the invertible elements
of S. Drazin inverses have an extensive literature and have been well studied in both ring
theory and semigroup theory [8, 12, 14, 19, 22, 24, 30], and are deeply connected to strong
π-regularity [1, 3, 11, 25, 30] and Fitting’s results [15, 18, 20] (sometimes called Fitting’s
Lemma or Fitting’s Decomposition result). Moreover, they have also been extensively
studied in matrix theory, and have been found to have many important applications as it
is a useful tool in various computations [5, 6, 7, 26, 28, 31, 32, 33].

At the time Drazin first introduced the concept of Drazin inverses in [12], category
theory was still in its infancy. Thus, the theory of Drazin inverses was not developed from
a categorical perspective nor, conversely, did the notion of a Drazin inverse become widely
known in the categorical community. To the best of our knowledge, the only discussion
of Drazin inverses in category theory appears in a section of a paper by Puystjens and
Robinson [27] from 1987, where they develop the properties of Drazin inverses in additive
categories.

The purpose of this paper is, thus, to develop Drazin inverses from a categorical
perspective and to make their theory more readily available to a categorical audience. In
order to achieve this we have tried to make the exposition as self-contained as possible and,
in particular, we have included complete proofs. We do, however, acknowledge that many
of the proofs below are available in the extensive ring theory and semigroup literature
and we have tried to document this. Having said that, inevitably, there is new material
in our exposition including, of course, new definitions, new examples, new constructions,
and new proofs. These arise largely because the categorical perspective allows one to
consider a broader range of settings which are not directly related to semigroups or rings.
For example, without the categorical perspective, one might not have known how Drazin
inverses relate to idempotent splittings or the idempotent completion. Nor would one have
noticed that having a Drazin inverse implies having eventual image duality in the sense
of Leinster [21]. Even more fundamentally, one might not see the point of considering
Drazin inverses for arbitrary maps, not just endomorphisms.

We suspect this just scratches the surface of novel applications for Drazin inverses that
the categorical perspective uncovers. This paper was never meant to be the final word
on the subject of Drazin inverses in category theory. Rather our hope is that it can be a
useful entry point for others into what is a fundamental algebraic structure. So we will
be happy if we have left loose ends which others can pursue.
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Conventions: For an arbitrary category X, we denote objects by capital letters
A,B,X,Y , etc. and maps by lowercase letters f, g, x, y, etc. Homsets are denoted by
X(A,B) and maps as f ∶ A //B. Identity maps are denoted as 1A ∶ A //A. Composition
is written in diagrammatic order, that is, the composition of a map f ∶ A //B followed
by g ∶ B //C is denoted fg ∶ A //C.

2. Drazin Inverses, Drazin Objects, and Drazin Categories

In this section, we discuss Drazin inverses in a category and introduce the notions of
Drazin categories and Drazin objects. We also provide examples of these concepts.

2.1. Drazin Inverses. The concept of Drazin inverses in an arbitrary category was
first considered by Puystjens and Robinson in [27, Sec 2], though they were particularly
interested in studying Drazin inverses in additive categories – which we discuss in Section
6. The notion of Drazin inverses in a category X corresponds to the notion of Drazin
inverses in the semigroup of endomorphisms, X(A,A), of each object A. Explicitly:

2.2. Definition. In a category X, a Drazin inverse [27, Sec 2] of x ∶ A // A is an
endomorphism xD ∶ A //A such that:

[D.1] There is a k ∈ N such that1 xk+1xD = xk;

[D.2] xDxxD = xD;

[D.3] xDx = xxD.

If x ∶ A //A has a Drazin inverse xD ∶ A //A, we say that x is Drazin, and call the
least k such that xk+1xD = xk the Drazin index of x, which we denote by ind(x) = k.

For the remainder of this section, we work in an arbitrary category X. An important
fact is that Drazin inverses, if they exist, are unique. Before proving this, here are some
useful basic identities.

2.3. Lemma. Let x ∶ A //A be Drazin with Drazin inverse xD ∶ A //A:

(i) For all n ≥ ind(x), xn+1xD = xn = xDxn+1;

(ii) For all n ≥ ind(x) and m ∈ N, xn+m(xD)m = xn = (xD)mxn+m;

(iii) For all n ∈ N, xn(xD)n+1 = xD = (xD)n+1xn.
1By convention, x0 = 1A.
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Proof. (i) Let ind(x) = k. Then for all n ≥ k, using [D.1] we compute that:

xn+1xD = xn−k+k+1xD = xn−kxk+1xD = xn−kxk = xn−k+k = xn

So xn+1xD = xn. By [D.3] it follows that xDxn+1 = xn as well.

(ii) We prove this by induction on m. For the base case m = 0, we clearly have that
xn(xD)0 = xn. Now suppose that for all 0 ≤ j ≤ m, xn+j(xD)j = xn. Then using the
induction hypothesis and (i), we compute that:

xn+m+1(xD)m+1 = xxn+m(xD)mxD = xxnxD = xn+1xD = xn

So xn+m+1(xD)m+1 = xn. Therefore all m, xn+m(xD)m = xn as desired. By [D.3] it follows
that xn = (xD)mxn+m as well.

(iii) We prove this by induction. For the base case n = 0, we clearly have that x0xD = xD.
Now suppose that for all 0 ≤ j ≤ n, xj(xD)j+1 = xD. Then using the induction hypothesis,
[D.2], and [D.3], we compute that:

xn+1(xD)n+2 = xxn(xD)n+1xD = xxDxD = xDxxD = xD

So xn+1(xD)n+2 = xD. Therefore all n, xn(xD)n+1 = xD as desired. By [D.3] it follows that
(xD)n+1xn = xD as well.

2.4. Proposition. [12, Thm 1] If x ∶ A //A has a Drazin inverse, it is unique.

Proof. Suppose that x ∶ A // A has two possible Drazin inverses y ∶ A // A and
z ∶ A //A. So explicitly, there is a k ∈ N such that xkxy = xk, and also that yxy = y and
xy = yx, and there is a k′ ∈ N such that xk

′
xz = xk′ , and also that xz = zx and zxz = z.

Now set j =max(k, k′). First observe that by Lemma 2.3.(i) we have that xj+1y = xj and
zxj+1 = xj, while by Lemma 2.3.(iii) we have that y = xjyj+1 and z = zj+1xj. Then we
compute that:

y = xjyj+1 = zxj+1yj+1 = zxxjyj+1 = zxy = zj+1xxjy = zj+1xj+1y = zj+1xj = z

So y = z, and we conclude that the Drazin inverse is unique.

From now on we may speak of the Drazin inverse of an endomorphism x (if it exists
of course) and denote it by xD.

2.5. Drazin Categories.We call a category in which every endomorphism has a Drazin
inverse a Drazin category. Since Drazin inverses are unique, being Drazin is a property
of a category rather than a structure.

It is always possible to construct a Drazin category from any category by considering
the full subcategory determined by the objects whose every endomorphism is Drazin: we
call these Drazin objects.
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2.6. Definition. An object A is a Drazin object if every endomorphism x ∶ A //A is
Drazin. Then define D (X) to be the full subcategory of Drazin objects of X.

2.7. Lemma. D (X) is a Drazin category. Moreover, X is Drazin if and only if D (X) = X.
Proof. Every endomorphism in D (X) is Drazin, so D (X) is Drazin. Also, clearly X is
Drazin if and only if every object is Drazin, which means that D (X) = X.

Thus, an equivalent way of describing a Drazin category is as a category in which every
object is Drazin. Here are now some examples of Drazin inverses, Drazin categories, and
Drazin objects.

2.8. Complex Matrices. Arguably, the best-known (and most applied) examples of
Drazin inverses are those of complex matrices. So let C be the field of complex numbers
and let MAT(C) be the category of complex matrices, that is, the category whose objects
are natural numbers n ∈ N and where a map A ∶ n //m is an n ×m complex matrix.
Composition given by matrix multiplication and the identity on n is the n-dimensional
identity matrix. Endomorphisms in MAT(C) correspond precisely to square matrices: so
an endomorphism A ∶ n // n is an n × n square matrix A It is well-known that every
complex square matrix has a Drazin inverse [6, Chap 7] making MAT(C) Drazin. To
compute the Drazin inverse, first recall that every n×n complex matrix A can be written
in the form [6, Thm 7.2.1]:

A = P [C 0
0 N

]P −1

for some invertible n × n matrix P , an invertible m ×m matrix C (where m ≤ n), and a
nilpotent n−m×n−m matrix N (that is, Nk = 0 for some k ∈ N). See [6, Algorithm 7.2.1]
for how this form is computed. The Drazin inverse of A is the n × n matrix AD defined
as follows:

AD = P [C
−1 0
0 0

]P −1

The Drazin index of A corresponds precisely to the index of A [6, Def 7.2.1], that is the
least k ∈ N such that rank(Ak+1) = rank(Ak).

In fact, it is well-known [5] – and, as we shall shortly show in Section 4 – that a square
matrix over any field has a Drazin inverse. Thus, for any field k, its category of matrices
MAT(k) is always a Drazin category. Moreover, as explained in Corollary 3.15 below, a
category which is equivalent to a Drazin category is certainly itself Drazin. So k-FVEC,
the category of finite-dimensional k-vector spaces and k-linear maps between them, is
Drazin as well.

2.9. Modules. Let R be a ring and let R-MOD be the category of (left) R-modules
and R-linear morphisms between them. In general, R-MOD is not Drazin. Indeed, when
R = Z, consider the Z-linear endomorphism f ∶ Z // Z given by multiplying by two,
f(x) = 2x. Now if f had a Drazin inverse fD ∶ Z //Z, it must be of the form fD(x) = nx
for some n ∈ Z. Then by [D.1] we would have that for some k ∈ N, 2k+1nx = 2kx for all
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x ∈ Z. This would imply that 2n = 1, which is a contradiction. So Z-MOD (which recall
is equivalent to the category of Abelian groups) is not Drazin.

That said, while R-MOD may not always be Drazin, there are various characteriza-
tions of Drazin R-linear endomorphism – see for example [30, Lemma 2.1]. In particular,
an R-linear endomorphism f ∶ M //M has a Drazin inverse if and only if f is strongly
π-regular – which will be discussed in Section 3.2 below. Alternatively, an R-linear endo-
morphism f ∶M //M is Drazin if and only if M = im(fk) ⊕ ker(fk) for some k ≥ 1 [30,
Lemma 2.1.(4)], and this decomposition is sometimes called Fitting’s decomposition
[20, Lemma 2.4]. Then an R-moduleM is said to satisfy Fitting’s Lemma [2, Page 665]
if every endomorphism has a Fitting’s decomposition (or equivalently if R-MOD(M,M)
is strongly π-regular [2, Prop 2.3]). As such, the Drazin objects in R-MOD are precisely
the R-modules which satisfy Fitting’s Lemma, or in other words, D (R-MOD) is the full
subcategory of R-modules which satisfy Fitting’s Lemma. For more on modules which
satisfy Fitting’s Lemma, see [1, 2, 25], and also see [2] for classes of rings for which all
finitely generated modules satisfy Fitting’s Lemma and are therefore Drazin.

Famously, “Fitting’s Decomposition Theorem” says that for every endomorphism of
a finite length R-module has a Fitting’s decomposition [18, Page 113]. This implies
that every R-linear endomorphism of a finite length R-module is Drazin, and thus finite
length R-modules are Drazin. Therefore the full subcategory of finite length R-modules is
Drazin. It is important to note that while every finite length R-module is Drazin, there are
modules which do not have finite length which are Drazin. Indeed, consider the rationals
Q seen as a Z-module. Every Z-linear endomorphism f ∶ Q //Q is also Q-linear, therefore
f(x) = p

qx for some fixed p
q ∈ Q. Therefore, every Z-linear endomorphism f ∶ Q //Q is

either zero or an isomorphism. If f is zero, then as we will see in Lemma 6.10, f is Drazin
with fD = 0. On the other hand if f is an isomorphism, so f(x) = p

qx with p, q ≠ 0, then as

we we will see in Lemma 3.6, f is Drazin with fD(x) = f−1(x) = q
px. So it follows that Q

is Drazin. Modules of finite length are always finitely generated, while Q is famously not
finitely generated as a Z-module, and therefore cannot be of finite length as a Z-module.
So Q is a Z-module which is Drazin but not of finite length. As such, the category of
finite length Z-modules is a proper subcategory of D (Z-MOD).

2.10. Finite Sets. Let SET be the category of sets and functions between them, and
let FinSET be the full subcategory of finite sets. Not all Drazin inverses exist in SET.
As an example, consider the successor function s ∶ N // N, s(n) = n + 1. Suppose
that s had a Drazin inverse sD ∶ N // N. By [D.3], we would have that sD(n) =
sD(sn(0)) = sn(sD(0)) = sD(0) + n. Now if ind(s) = k, by [D.1] we compute that
k = sk(0) = sD(sk+1(0)) = sD(k + 1) = sD(0) + k + 1. This implies that 0 = sD(0) + 1
– which is a contradiction since sD(0) ∈ N. So the successor function does not have a
Drazin inverse, and therefore SET is not Drazin.

On the other hand, FinSET does have all Drazin inverses. In fact, every finite set
enriched category is Drazin. Recall that a category is finite set enriched if and only if
every homset is finite.
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2.11. Lemma. Every finite set enriched category is Drazin.

Proof. Let X be a finite set enriched category. Let x ∶ A //A be an endomorphism in X.
Since X(X,X) is a finite set, of cardinality ∣X(X,X)∣, we have that x0 = 1A, x, x2, x3,⋯,
and x∣X(X,X)∣ are not all distinct. So as explained in the proof of [21, Prop 6.3], there is a
m ≥ 0 and a k ≥ 1 with m + k ≤ ∣X(X,X)∣, such that xm = xm+k. Moreover, xn+rk = xn for
all n ≥m and r ≥ 0, and so in particular xmk = x2mk, implying xmk is an idempotent. We
now consider the following cases:

(i) If m = 0, then x is an isomorphism with inverse xk−1. Then as we will review in
Lemma 3.6, x is Drazin with xD = xk−1.

(ii) If k = 1, then xm = xm+1 and xm is an idempotent. So setting xD = xm, we check
that three Drazin identities hold:

[D.1] xm+1xD = xm+1xm = xmxm = xm

[D.2] xDxxD = xmxxm = xm+1xm = xmxm = xm

[D.3] xDx = xmx = xm+1 = xxm = xxD

So xD is the Drazin inverse of x.

(iii) If m ≥ 1 and k ≥ 2, then mk − 1 ≥ m ≥ 0. So setting xD = xmk−1, we show that the
three Drazin axioms hold:

[D.1] xmk+1xD = xmk+1xmk−1 = xmk+1+mk−1 = x2mk = xmk

[D.2] xDxxD = xmk−1xxmk−1 = xmk−1+1+mk−1 = xmk−1+mk = xmk−1 = xD

[D.3] xxD = xxmk−1 = x1+mk−1 = xmk−1+1 = xmk−1x = xDx

So xD is the Drazin inverse of x.

So, every x ∶ A //A is Drazin, and therefore X is Drazin.

2.12. Corollary. FinSET is a Drazin category.

When X is a finite set, another way of understanding the Drazin inverse of a function
f ∶ X // X, is to consider the inclusion of subsets X ⊇ im(f) ⊇ im(f 2) ⊇ ⋯, which
must eventually stabilize after at most ∣X ∣ steps. So there is a smallest k such that
im(fk) = im(fk+1) = ⋯. Then f becomes an isomorphism on im(fk), which we denote as
f ∣im(fk) ∶ im(fk) // im(fk). The Drazin inverse of f is defined as fD(x) = f ∣−1

im(fk)
(fk(x)),

and its Drazin index is ind(f) = k.
On the other hand, while SET may not be Drazin, we may still ask what are the

Drazin objects in SET. It turns out that they are precisely the finite sets.

2.13. Lemma. A set X is Drazin in SET if and only if X is a finite set. Therefore
D (SET) = FinSET.
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Proof. By Corollary 2.12, we know that finite sets are always Drazin. So, it remains to
show if a set is infinite, that it cannot be Drazin. So suppose that X is an infinite set,
then there is an injection ϕ ∶ N //X. Writing ϕn∶= ϕ(n), define the function f ∶X //X
as f(x) = x if x ∉ im(ϕ), otherwise if x = ϕn then set f(x) = ϕn+1 – which is well-defined
since ϕ is injective. So in particular, fn(ϕm) = ϕm+n. If X is Drazin, f would have a
Drazin inverse fD ∶X //X and, if ind(f) = k, then by [D.1] we would have that:

ϕk = fk(ϕ0) = fD(fk+1(ϕ0)) = fD(ϕk+1)

So fD(ϕk+1) = ϕk. Now consider fD(ϕ0). There are two possible cases:

(i) Case 1: fD(ϕ0) ∉ im(ϕ). By definition of f , we have that fk+1(fD(ϕ0)) = fD(ϕ0).
However by [D.1] and [D.3]:

fD(ϕ0) = fk+1(fD(ϕ0)) = fD(fk+1(ϕ0)) = fk(ϕ0) = ϕk

So fD(ϕ0) = ϕk which means fD(ϕ0) ∈ im(ϕ), which is a contradiction.

(ii) Case 2: fD(ϕ0) ∈ im(ϕ). So there is some n ∈ N such that fD(ϕ0) = ϕn. But by
[D.2], we get that:

ϕk = fD(ϕk+1) = fD(fk+1(ϕ0)) = fk+1(fD(ϕ0)) = fk+1(ϕn) = ϕn+k+1

Since ϕ is injective, this would imply that k = n + k + 1. In turn, this implies that
0 = n + 1, which is a contradiction since n ∈ N.

Since both cases lead to a contradiction, we conclude that X cannot be an infinite set.
Therefore, if X is Drazin, X must be a finite set. So D (SET) = FinSet as desired.

3. Properties of Drazin Inverses

In this section, we review some well-known properties of Drazin inverses from ring theory
literature, as well as providing some new properties of Drazin inverses with a more cate-
gorical flavour. In particular, we show that many basic categorical constructions behave
nicely with respect to Drazin inverses. Thus, when applying these constructions to Drazin
categories, we obtain new Drazin categories. Again, throughout this section we work in
an arbitrary category X.

3.1. Drazin maps whose composite is not Drazin. We begin with the important
observation that, unfortunately, Drazin inverses do not behave well with respect to com-
position. So here we take the opportunity to exhibit two Drazin endomorphisms whose
composite is not Drazin. We first observe that a function f ∶ N // N which is strictly
increasing (i.e. f(n) > n) and order-preserving (i.e. if m ≤ n then f(m) ≤ f(n)) cannot
be Drazin. Indeed, suppose that there is a Drazin inverse fD with index k, then by [D.1]
and [D.3] we get that:

fk(0) = fD(f(fk(0))) = f(fk(fD(0))) > fk(fD(0)) ≥ fk(0).
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So fk(0) > fk(0), which is a contradiction, and so f does not have a Drazin inverse. Now
consider the two idempotents:

e(n) = { n + 1 if n is even
n otherwise

e′(n) = { n if n is even
n + 1 otherwise

As these are idempotents they certainly have a Drazin inverse: namely, themselves (as we
will explain in Lemma 5.3). Their composite is the function:

e′(e(n)) = { n + 2 if n is even
n + 1 otherwise

which is strictly increasing and order-preserving, and therefore not Drazin.

3.2. Strong π-Regularity. In ring theory, an important equivalent way of describing
being Drazin is in terms of a being strongly π-regular [3, Sec 2] and there is a extensive
literature on strongly π-regular rings. This characterization of being Drazin is also valid
for maps and objects in a category as we now explain.

3.3. Definition. x ∶ A // A is strongly π-regular if there exists endomorphisms
y ∶ A //A and z ∶ A //A, and p, q ∈ N such that yxp+1 = xp and xq+1z = xq. An object
A is said to be strongly π-regular if every endomorphism of A is strongly π-regular.
Similarly, a category X is said to be strongly π-regular if every endomorphism of X is
strongly π-regular (or equivalently if every object is strongly π-regular).

3.4. Lemma. [12, Thm 4] x ∶ A //A is Drazin if and only if it x is strongly π-regular.
Moreover, an object (resp. category) is Drazin if and only if it is strongly π-regular.

Proof. For (⇒), suppose that x is Drazin with ind(x) = k. Then set y = z = xD and
p = q = k. By Lemma 2.3.(i), we get xq+1z = xq and yxp+1 = xp as desired.

For (⇐), let k = max(p, q) and define xD∶= xkzk+1. We show that xD satisfies the three
Drazin axioms:

[D.1] First observe that for all n ∈ N, by assumption it follows that xk+n+1zn+1 = xk.
Therefore, we compute that:

xk+1xD = xk+1xkzk+1 = xk+k+1zk+1 = xk

[D.3] First observe that yxk+1 = xk = xk+1z, and so

ynxk = yn+1xk+1 = xk+1zn+1 = xkzn

for all n ∈ N. As such, we also have that xD = yk+1xk. Using this, we compute that:

xxD = xxkzk+1 = xk+1zzk = xkzk = ykxk = ykyxk+1 = yk+1xkx = xDx

[D.2] Using [D.3] and [D.1], we have:

xDxxD = xDxxkzk+1 = xDxk+1zk+1 = xk+1xDzk+1 = xkzk+1 = xD

So we conclude that xD is the Drazin inverse of x. From this it is immediete that either
an object or a category, being strongly π-regular is equivalent to being Drazin as well.



464 R. COCKETT, J-S LEMAY, P. SRINIVASAN

We will revisit strong π-regularity in an additive category in Section 6.1.

3.5. Isomorphisms. What are the endomorphisms whose Drazin index is zero? It turns
out that they precisely correspond to isomorphisms. So every isomorphism is Drazin and
its Drazin inverse is precisely its inverse. Thus the notion of a Drazin inverse is a true
generalization of an inverse. This implies that identity morphisms are Drazin and their
own Drazin inverse. Furthermore, it provides another basic source of Drazin categories
as any groupoid is immediately Drazin.

3.6. Lemma. x ∶ A // A is Drazin with ind(x) = 0 if and only if x is an isomorphism.
In particular, the identity 1A ∶ A //A is Drazin and its own Drazin inverse, 1DA = 1A.
Proof. For (⇒), suppose that x is Drazin with ind(x) = 0. In particular, [D.1] can be
rewritten as xxD = 1A. It follows from [D.3], that we also have that xDx = 1A. Therefore
x is an isomorphism with inverse xD. For (⇐), suppose that x is an isomorphism. Then its
inverse x−1 satisfies the three Drazin axioms: [D.1], xx−1 = 1A = x0; [D.2] x−1xx−1 = x−1;
and [D.3] xx−1 = 1A = x−1x. So x−1 is the Drazin inverse of x. Moreover, [D.1] holds for
k = 0, thus ind(x) = 0.

3.7. Group Inverses. Another special case to consider is when the Drazin index is less
than or equal to 1. In the literature, this is better known as having a group inverse [6,
Def 7.2.4]. In other words, a group inverse is the Drazin inverse for endomorphisms with
Drazin index less than or equal to 1. Puystjens and Robinson described group inverses in
an arbitrary category in [27, Sec 2].

3.8. Definition. A group inverse [27, Sec 2] of x ∶ A // A is an endomorphism
xD ∶ A //A such that the following equalities hold:

[G.1] xxDx = x; [G.2] xDxxD = xD; [G.3] xDx = xxD.

3.9. Lemma. x ∶ A //A is Drazin with ind(x) ≤ 1 if and only if x has a group inverse.

Proof. For (⇒), suppose that x is Drazin and ind(x) ≤ 1. We show that its Drazin
inverse xD is a group inverse. Note that [G.2] and [G.3] are the same as [D.2] and
[D.3]. Since ind(x) ≤ 1, by Lemma 2.3.(i), we have that x2xD = x, which using [D.3] can
be rewritten as xxDx = x, so [G.1] also holds. Therefore xD is a group inverse of x. For
(⇐), suppose that x has a group inverse xD. Again, note that [D.2] and [D.3] are the
same as [G.2] and [G.3]. Now using [G.3], we can rewrite [G.1] as x1+1xD = x, so [D.1]
holds for at least k = 1. Therefore, x is Drazin with Drazin inverse xD and ind(x) ≤ 1.

Since group inverses are special cases of Drazin inverses, they are unique. A special
case of an endomorphism with a group inverse is an idempotent. Later, in Lemma 5.5,
we will provide an alternative description of an endomorphism with a group inverse as a
commuting binary idempotent.
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3.10. The Drazin Inverse of a Drazin Inverse. A Drazin inverse is always Drazin,
and in fact its Drazin inverse is a group inverse, meaning that the Drazin index of the
Drazin inverse is less than or equal to one. The Drazin inverse of a Drazin inverse is called
its core and will play an important role in Section 6.

3.11. Lemma. Let x ∶ A //A be Drazin. Then:

(i) [12, Thm 3] xD is Drazin where xDD∶= xxDx and ind(xD) ≤ 1;

(ii) [12, Cor 4] xDD is Drazin where xDDD = xD;

(iii) If ind(x) ≤ 1, then xDD = x.

Proof. We begin by checking that xDD∶= xxDx satisfies the three group inverse axioms.

[G.1] By [D.2] twice, we compute that:

xDxDDxD = xDxxDxxD = xDxxD = xD

[G.2] By [D.2] twice, we compute that:

xDDxDxDD = xxDxxDxxDx = xxDxxDx = xxDx = xDD

[G.3] By [D.3] we get that:

xDxDD = xDxxDx = xxDxxD = xDDxD

So xDD is a group inverse of xD. By Lemma 3.9, xD is Drazin with Drazin inverse xDD

and ind(xD) ≤ 1. Now by applying (i) to xDD, we have that xDD also has a Drazin inverse
given by xDDD = xDxDDxD. Expanding this out and applying [D.2] twice again, we
compute that:

xDDD = xDxDDxD = xDxxDxxD = xDxxD = xD

So xD is the Drazin inverse of xDD, or in other words, xDDD = xD. Lastly, if ind(x) ≤ 1,
then by Lemma 3.9, xD is a group inverse of x. So by [G.1], we have that xDD = xxDx = x.

3.12. Drazin inverses are absolute. We now turn our attention to other properties
of Drazin inverse that are more categorically flavoured. We first observe that Drazin
inverses are absolute, that is, every functor preserves Drazin inverses on the nose.

3.13. Proposition. Let F ∶ X // Y be a functor and let x ∶ A // A be Drazin in X.
Then F(x) ∶ F(A) // F(A) is Drazin in Y where F(x)D = F(xD) and ind (F(x)) ≤ ind(x).
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Proof. We show that F(x)D∶= F(xD) satisfies the three Drazin inverse axioms.

[D.1] Let ind(x) = k. By [D.1] for x, we compute that:

F(x)k+1F(x)D = F(xk+1)F(xD) = F(xk+1xD) = F(xk) = F(x)k

[D.2] By [D.2] for x, we compute that:

F(x)DF(x)F(x)D = F(xD)F(x)F(xD) = F(xDxxD) = F(xD) = F(x)D

[D.3] By [D.3] for x, we have:

F(x)DF(x) = F(xD)F(x) = F(xDx) = F(xxD) = F(x)F(xD) = F(x)F(x)D

So we conclude that F(xD) is indeed the Drazin inverse of F(x). Moreover, by the calcu-
lation for [D.1], we have that ind (F(x)) ≤ ind(x).

Being Drazin is, furthermore, a property that is preserved by categorical equivalence.
To see this, we first show that conjugation by an isomorphism preserves being Drazin.

3.14. Lemma. If x ∶ A //A is Drazin, then for any isomorphism p ∶ B //A, the composite
pxp−1 ∶ B //B is also Drazin where (pxp−1)D∶= pxDp−1.
Proof. We show that (pxp−1)D∶= pxDp−1 satisfies the three Drazin inverse axioms.

[D.1] Suppose that ind(x) = k. Now note that (pxp−1)n = pxnp−1 for all n ∈ N. So by
[D.1] for x, we have:

(pxp−1)k+1(pxp−1)D = pxk+1p−1pxDp−1 = pxk+1xDp−1 = pxkp−1 = (pxp−1)k

[D.2] By [D.2] for x, we compute:

(pxp−1)Dpxp−1(pxp−1)D = pxDp−1pxp−1pxDp−1 = pxDxxDp−1 = pxDp−1 = (pxp−1)D

[D.3] By [D.3] for x, we have:

(pxp−1)Dpxp−1=pxDp−1pxp−1=pxDxp−1=pxDxp−1=pxp−1pxDp−1 = pxp−1(pxp−1)D

So we conclude that (pxp−1)D is indeed the Drazin inverse of pxp−1 as desired.

3.15. Corollary. If Y is Drazin and X is equivalent to Y, then X is Drazin.

Proof. Suppose that F ∶ X // Y and G ∶ Y // X form an equivalence with natural
isomorphisms ηA ∶ A // GF(A) and ϵB ∶ B // FG(B). Now for every endomorphism
x ∶ A //A in X, since Y is Drazin, we have that the endomorphism F(x) ∶ F(A) //F(A) is
Drazin. Then by Proposition 3.13, we have that GF(x) ∶ GF(A) //GF(A) is Drazin. Then
by Lemma 3.14, we have that ηAGF(x)η−1A ∶ A //A is Drazin. Of course, x = ηAGF(x)η−1A ,
so x is Drazin, and therefore X is also a Drazin category.
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3.16. Commutative Squares. Drazin observed that the Drazin inverse of an endomor-
phism commutes with everything with which that endomorphism commutes [14]. Here
we generalize this observation and show that the idea applies to commutative squares:

3.17. Proposition. Let x ∶ A //A and y ∶ B //B be Drazin. If the square on the left
commutes, then the square on the right commutes:

A

f

��

x // A

f

��

B y
// B

⇒
A

f

��

xD
// A

f

��

B
yD

// B

Proof. Let k = max (ind(x), ind(y)). By Lemma 2.3.(i), we have that yk+1yD = yk and
xDxk+1 = xk. Moreover, by the left square, we have that xkf = fyk. So we first compute:

xDxkf = xDfyk = xDfyk+1yD = xDxk+1fyD = xkfyD = fykyD

So xDxkf = fykyD. From this, we also get that (xD)k+1xkf = fyk(yD)k+1. Now by
Lemma 2.3.(iii), recall that we also have that (xD)k+1xk = xD and yk(yD)k+1 = yD. Then
we compute that:

xDf = (xD)k+1xkf = fyk(yD)k+1 = fyD

So the square on the right commutes as desired.

Proposition 3.17 will be quite useful for constructing new Drazin categories.

3.18. Iteration. A basic operation on an endomorphism is to iterate it. The iteration of
an endomorphism which is Drazin is again Drazin, and the Drazin inverse of that iteration
is just the iteration of the Drazin inverse.

3.19. Lemma. [12, Thm 2] If x ∶ A //A is Drazin, with ind(x) = k, then for each n ∈ N,
xn is Drazin where (xn)D = (xD)n and ind(xn) ≤ k.
Proof.When n = 0, by Lemma 3.6, we know that x0 = 1A is Drazin with (x0)D = (xD)0 =
1A and ind(x0) = 0 which is less than or equal to k. So now assume that n ≥ 1. We show
xn has Drazin index k with (xn)D∶= (xD)n by checking the three Drazin axioms:

[D.1] First observe that, from [D.1] for x, we have that xk+n(xD)n = xk and thus:

(xn)k+1(xn)D = xnk+n(xD)n = x(n−1)kxk+n(xD)n = x(n−1)kxk = xnk = (xn)k

[D.2] By [D.2] and [D.3] for x, we compute that:

(xn)Dxn(xn)D = (xD)nxn(xD)n = (xDxxD)n = (xD)n = (xn)D

[D.3] By [D.3] for x we have:

(xn)Dxn = (xD)nxn = xn(xD)n = xn(xn)D

So we conclude that xn is Drazin.
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More surprisingly, we use Proposition 3.17 to show that if a non-trivial iteration of an
endomorphism is Drazin then the original endomorphism must have been Drazin.

3.20. Lemma. x ∶ A //A is Drazin if and only if there is a k ∈ N such that xk+1 ∶ A //A
is Drazin.

Proof. For (⇒), this is immediate by Lemma 3.19. For (⇐), suppose that for some k ∈ N,
xk+1 is Drazin with ind(xk+1) = p. Define xD∶= (xk+1)Dxk. We show that xD satisfies the
three Drazin axioms:

[D.1] Using [D.1] for xk+1, we compute that:

xkp+k+p+1xD = (xk+1)p+1(xk+1)Dxk = (xk+1)pxk = xkp+k+p

[D.2] Using [D.2] for xk+1, we compute that:

xDxxD = (xk+1)Dxkx(xk+1)Dxk = (xk+1)Dxk+1(xk+1)Dxk = (xk+1)Dxk = xD

[D.3] Since xxk+1 = xk+1x, by Proposition 3.17 we get that x(xk+1)D = (xk+1)Dx. So we
get that xk(xk+1)D = (xk+1)Dxk = xD. Then using [D.3] for xk+1, we get that:

xDx = (xk+1)Dxkx = (xk+1)Dxk+1 = xk+1(xk+1)D = xxk(xk+1)D = xxD

So we conclude that x is Drazin.

3.21. Slice Categories. We now turn our attention to constructing Drazin categories
from other Drazin categories. As a first example, we apply Proposition 3.17 to show
that slice and coslice categories of a Drazin category are again Drazin. Indeed, for a
category X and an object X, consider the slice category X/X and the underlying functor
U ∶ X/X //X. Now by Proposition 3.13, we know that if x ∶ (f ∶ A //X) //(f ∶ A //X)
has a Drazin inverse in X/X then U(x) = x ∶ A //A will have a Drazin inverse in X where
U(x)D = U(xD). Now U not only preserves Drazin inverses, U also reflects them. This
follows immediately from the following concrete observation:

3.22. Lemma. Let x ∶ A //A be Drazin. Then if the diagram on the left commutes, then
the diagram on the right commutes:

A

f
''

x // A

f
ww

X

⇒
A

f
''

xD
// A

f
ww

X

Proof. Apply Proposition 3.17 by setting y = 1X , which recall is Drazin by Lemma 3.6.
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3.23. Corollary. If X is a Drazin category then for every object X ∈ X, the slice
category X/X (respectively, the coslice X/X) is Drazin.

More generally it is not hard to see that the same is true for comma categories.

3.24. Corollary. For functors F ∶ Y //X and G ∶ Z //X, if Y and Z are Drazin, then
the comma category F/G is Drazin.

Proof. An endomorphism on a in F/G is a pair of maps f ∶X //X and g ∶ Y //Y such
that the left diagram below commutes. As F (fD) = F (f)D and G(gD) = G(g)D then by
Proposition 3.17 we have:

X

f

��

F (X)
F (f)

��

a // G(Y )
G(y)
��

Y

g ⇒

��

X

fD

��

F (X)
F (f)D

��

a // G(Y )
G(y)D

��

Y

gD

��

X F (X) a
// G(Y ) Y X F (X) a

// G(Y ) Y

3.25. Finitely Specified Structures.We can also use Proposition 3.17 to show that
for any Drazin category, finitely specified structures and their morphisms will also form
a Drazin category.

3.26. Lemma. When X is a Drazin category, if (S,F ,L) is a sketch which involves only
finitely many objects, then the category of models Mod((S,F ,L),X) is Drazin.
Proof. The Drazin inverse of a natural transformation (morphism of models) must be
taken pointwise. Thus Proposition 3.17 assures us that this will result in a morphism
of the models. In order to have an index which works globally for all the objects of F ,
we must ensure that there is an index which works at each component of the natural
transformation. To obtain this we have to take the maximum of the indices at each
component, however, this is only guaranteed to be defined if there are only finitely many
objects – hence the caveat.

As such, the category of any finitely specified structure over a Drazin category is itself
Drazin. For example, the arrow category of a Drazin category is Drazin, and the category
of directed graphs and graph morphisms of a Drazin category is Drazin. Many algebraic
structures have a finite specification so this provides many examples: thus, monoids and
rings (with respect to products) in a Drazin category form a Drazin category.

3.27. Algebras of Endofunctors. Another interesting application of Proposition
3.17 is that an endomorphism of an algebra of an endofunctor has a Drazin inverse when-
ever the underlying endomorphism has a Drazin inverse (and similarly for coalgebras).
Recall that for an endofunctor T ∶ X //X, a T-algebra is a pair (A,ν) consisting of an ob-
ject A ∈ X and a map ν ∶ T(A) //A, and that a T-algebra morphism f ∶ (A,ν) //(B,ν′)
is a map f ∶ A //A such that T(f)ν′ = νf .
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3.28. Lemma. Let x ∶ (A,ν) // (A,ν) be a T-algebra endomorphism. If x ∶ A // A is
Drazin, then xD ∶ (A,ν) // (A,ν) is a T-algebra endomorphism.

Proof. Suppose that x ∶ A //A is Drazin. By Proposition 3.13, T(x) ∶ T(A) // T(A)
is also Drazin where T(x)D = T(xD). By definition of being a T-algebra endomorphism,
the diagram below on the left commutes. Then by Proposition 3.17, the diagram on the
right commutes:

T(A)
ν
��

T(x)
// T(A)

ν
��

A x
// A

⇒

T(A)
ν
��

T(x)D=T(xD
)
// T(A)

ν
��

A
xD

// A

However, the diagram on the right is precisely the statement that xD ∶ (A,ν) // (A,ν) is
a T-algebra endomorphism.

Therefore, it follows that the category of (co)algebras of any endofunctor on a Drazin
category is again Drazin. For an endofunctor T ∶ X // X, we denote ALG(T) (resp.
COALG(T)) to be the category of T-(co)algebras and T-(co)algebra morphisms between
them.

3.29. Corollary. If X is Drazin, then ALG(T) and COALG(T) are Drazin categories.

It follows that the (co)Eilenberg-Moore category of a (co)monad on a Drazin category
is also a Drazin category.

3.30. Chu Construction. Surprisingly, another important construction that behaves
well with Drazin inverses is the Chu construction, which is a construction for building
star-autonomous categories from monoidal closed categories [4]. We will show that if a
monoidal category is Drazin, then its Chu construction is Drazin as well. In particular,
we can apply the Chu construction to the category of finite sets or the category of finite-
dimensional vector spaces to yield examples of Drazin star-autonomous categories.

For a monoidal category X, we denote the monoidal product by ⊗ and the monoidal
unit by I. For the rest of this section we work in a monoidal category X. We first observe
that the monoidal product preserves Drazin inverses:

3.31. Lemma. If x ∶ A //A and y ∶ B //B are Drazin, then x⊗ y ∶ A⊗B //A⊗B is
Drazin where (x⊗ y)D = xD ⊗ yD.
Proof. It is straightforward to see that if x and y are Drazin in X, then (x, y) is also
Drazin in X × X with (x, y)D = (xD, yD). Then since the monoidal product is a functor
⊗ ∶ X × X // X, by Proposition 3.13 we get that ⊗(x, y) = x ⊗ y is Drazin with Drazin
inverse ⊗(x, y)D = ⊗(xD, yD), which is precisely that (x⊗ y)D = xD ⊗ yD.
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Now for each object Z ∈ X, define Chu(X, Z), to be the category whose objects are
triples (X,Y, a) consisting of objects X and Y and a map a ∶X⊗Y //Z, and whose maps
are pairs (f, g) ∶ (X,Y, a) // (X ′, Y ′, a′) consisting of maps f ∶X //X ′ and g ∶ Y ′ // Y
such that (f ⊗ 1Y )a = (1A ⊗ g)a′. Identities are (1X ,1Y ) ∶ (X,Y, a) // (X,Y, a), and
composition is (f, g)(h, k) = (fh, kg). It is well known that if X is a monoidal closed
category with finite limits that Chu(X, Z) is a star-autonomous category.

3.32. Proposition. (x, y) ∶ (X,Y, a) // (X,Y, a) in Chu(X, Z) is Drazin whenever x
and y are Drazin in X.

Proof. Let (x, y) ∶ (X,Y, a) // (X,Y, a) be an endomorphism in Chu(X, Z), so we have
(x ⊗ 1Y )a = (1X ⊗ y)a. Also, suppose that x and y are Drazin in X. We first show that
(xD, yD) ∶ (X,Y, a) // (X,Y, a) is also an endomorphism in the Chu construction. So let
j = max (ind(x), ind(y)). Using Lemma 2.3 we compute that:

(xD ⊗ 1Y )a = ((xD)j+1 ⊗ 1Y )(xj ⊗ 1Y )a = ((xD)j+1 ⊗ 1Y )(1X ⊗ yj)a
=((xD)j+1 ⊗1Y )(1X ⊗(yD)j+1)(1X ⊗ yj+j+1)a=((xD)j+1 ⊗ 1Y )(xj+j+1 ⊗ 1Y )(1X ⊗ (yD)j+1)a

= (xj ⊗ 1Y )(1X ⊗ (yD)j+1)a = (1X ⊗ yj)(1X ⊗ (yD)j+1)a = (1X ⊗ yD)a

So (xD ⊗ 1Y )a = (1X ⊗ yD)a, and therefore (xD, yD) ∶ (X,Y, a) // (X,Y, a) is indeed
a map in Chu(X, Z). From here, by the definition of composition in Chu(X, Z), it is
straightforward to see that (xD, yD) is a Drazin inverse of (x, y).

3.33. Corollary. If X is a monoidal category which is Drazin then Chu(X, Z) is Drazin.

4. Rank

For a complex square matrix A, an intuitive way of finding its Drazin inverse is to iterate A
until the rank does not change (which is always guaranteed to happen), that is, rank(Ak) =
rank(Ak+1) = rank(Ak+2) = ⋯. When this happens, one can reverse any later iterations and
thus build a Drazin inverse. The same principle holds true for linear endomorphisms on
a finite-dimensional vector space or endomorphisms on a finite set. The purpose of this
section is to make this procedure rigorous. This involves, in particular, making precise
what is meant by “rank”. As such, we introduce the concept of expressive rank for an
arbitrary category and show that any category with expressive rank is Drazin.

4.1. Expressive Rank. In linear algebra, the rank of a matrix or a linear transformation
is the dimension of its image space. We wish to generalize this in a category by associating
every map to a natural number which represents its rank. We express this in terms of a
colax functor into a 2-category which we call Rank2. To help with notation, for n,m ∈ N
we denote n ∧m = min(n,m). Rank is the 2-category defined as follows:

[0-cells]: n ∈ N;
2Steve Lack pointed out to us that Rank is precisely the span category for the natural numbers.
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[1-cells]: m ∶ n1
// n2 where m ∈ N with m ≤ n1 ∧ n2, the identity on n is n ∶ n // n,

and composition of m1 ∶ n1
// n2 and m2 ∶ n2

// n3 is m1 ∧m2 ∶ n1
// n3;

[2-cells]: m1⇒m2 if and only if m1 ≤m2.

For a category X, by a colax functor rank ∶ X // Rank, we mean a mapping which
associates objects A of X to 0-cells rank(A) ∈ N, maps f ∶ A // B of X to 1-cells
rank(f) ∶ rank(A) // rank(B), so in particular rank(f) ≤ rank(A) and rank(f) ≤ rank(B).
We also ask that a colax functor preserves identities, rank(1A) = rank(A), while for compo-
sition we only require that rank(fg) ≤ rank(f)∧ rank(g). For objects, we think of rank(A)
as the dimension of A, while for maps we think of rank(f) as the rank of f .

The notion of expressive rank is defined on a category with a factorization system3,
and we ask that the colax functor into Rank be compatible with the factorization system
as well as reflects isomorphisms. To this end, we note that the only 1-cell isomorphisms
in Rank are the identity 1-cells n ∶ n // n. Moreover, given any 1-cell r ∶ n //m we may

factorize the map as n
r // r

r //m. Thus setting E = {r ∶ n // r∣ ∀n, r ∈ N, r ≤ n} and
M = {r ∶ r // n∣ ∀n, r ∈ N, r ≤ n}, we get a factorization system on the 1-cells.

4.2. Definition. A category X is said to have expressive rank if:

[ER.1] X comes equipped with a colax functor rank ∶ X // Rank;

[ER.2] X has a factorization system (E ,M) which expresses rank, that is, for every
map f ∶ A //B, if the diagram on the left is a factorization of f with εf ∈ E and
mf ∈M,

A

f

��

εx

((

im(f)

mf

ww
B

rank(A)

rank(f)

��

rank(εf )

))

rank(im(f)

rank(mf )uu

rank(B)

then rank(f) = rank(εf) = rank(mf) = rank(im(f)).

[ER.3] rank reflects isomorphisms, that is, if f ∶ A // B and rank(f) = rank(A) =
rank(B), then f is an isomorphism.

In a category X with expressive rank, we call rank(A) the dimension of an object A, and
we call rank(f) the rank of a map f .

Here are now some examples of expressive rank.

3In this paper, by a factorization system we mean an orthogonal factorization system.
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4.3. Matrices. For a field k, MAT(k) has expressive rank, where the factorization sys-
tem is the usual surjection-injection factorization system, rank(n) = n, and for a matrix
A, rank(A) is the usual rank of the matrix.

4.4. Finite-Dimensional Vector Spaces. Slightly generalizing the above example,
for a field k, k-FVEC also has expressive rank, where the factorization system is the
usual surjection-injection factorization system, for a finite-dimensional vector space V ,
rank(V ) = dim(V ), and for a linear transformation f , rank(f) = dim(im(f)), which recall
is called the rank of f .

4.5. Finite Sets. FinSet has expressive rank, where the factorization system is the
usual surjection-injection factorization system, for a finite set X, rank(X) = ∣X ∣, and for
a function f , rank(f) = ∣im(f)∣.

4.6. Finite Length Modules. Let R be a ring. Recall that for an R-module M , a
composition series of M is a finite chain of submodules 0 =M0 ⊆M1 ⊆M2 ⊆ ⋯ ⊆Mn =M
such that the quotients Mi+1/Mi are simple. Then M is said to be of finite length n
if it has a composition series of length n, and we call length(M) = n the length of M .
The Jordan-Hölder theorem [18, Page 108] says that this length of decompositions and
the factors are unique. Equivalently, M has finite length if and only if M is Artinian
and Noetherian [18, Theorem 3.5]. So let R-FLMOD be the category of R-modules of
finite length and R-linear morphisms between them. Then R-FLMOD has expressive rank,
where the factorization system is again the usual surjection-injection factorization system,
for a finite length R-module M , rank(M) = length(M), and for an R-linear morphism f
between finite length R-modules, rank(f) = length(im(f)). It is clear that this gives a
colax functor rank ∶ R-FLMOD //Rank and that the factorization system expresses rank,
but it is not immediately clear why it reflects isomorphisms. So here is an explanation for
why rank indeed reflects isomorphisms. It is well-known that if 0 //M1

//M2
//M3

//0
is a short exact sequence of R-modules, then M2 has finite length if and only if M1 and
M3 have finite length, and in this case length(M2) = length(M1) + length(M3). So in
particular if f ∶ M //N is a R-linear morphism between finite length R-modules, then
since 0 //M //N //N/im(f) //0 is a short-exact sequence and N has finite length, as
do im(f) and N/im(f), and moreover length(N) = length(im(f))+ length(N/im(f)). Now
suppose that rank(f) is an isomorphism. This means that rank(f) = rank(M) = rank(N),
so M , N , and im(f) all have the same length. However if length(N) = length(im(f)),
then we must have that length(N/im(f)) = 0. The only R-module of length zero is 0, so
N/im(f) = 0. This gives us that N = im(f), and so f is surjective. Finally, when f is
surjective we have, similarly, length(ker(f)) + length(M) = length(N) so the kernel is 0
and the map is also injective and so is an isomorphism. Thus, rank reflects isomorphisms.

4.7. From Expressive Rank to Drazin.We now prove the main result of this section.

4.8. Theorem. A category which has an expressive rank is Drazin.
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Proof. Let X be a category with expressive rank, so with colax functor rank ∶ X //Rank
and factorization system (E ,M). We will first show that for every endomorphism x ∶
A // A, there is a k ∈ N such that the rank of xk is equal to xk+1. First observe that
by colaxity, for any suitable maps we get the inequalities: rank(g) ≥ rank(f) ∧ rank(g) ∧
rank(h) ≥ rank(fgh). As such, for any endomorphism x ∶ A // A we get a descending
chain of inequalities: rank(A) = rank(x0) ≥ rank(x1) ≥ rank(x2) ≥ ⋯. As the natural
numbers are well-ordered there is an r ∈ N which is the minimum of all these ranks, so
r = minn∈N(rank(xn)). So set k to be the least natural number such that rank(xk) = r. Once
the sequence hits this rank, all subsequent ranks are equal, so r = rank(xk) = rank(xk+1) =
⋯.

Now consider a factorization of xk ∶ A //A via εxk ∶ A //im(xk) andmxk ∶ A //im(xk),
so xk = εxkmxk with εxk ∈ E and mxk ∈ M. In order to define the Drazin inverse, we
will first show that the composite mxkεxk is an isomorphism, and so is the unique map
γxk ∶ im(xk) // im(xk) induced by the factorization system which makes the following
diagram commute:

X

xk

��

x //

ε
xk

��

X

ε
xk

��

xk

��

im(xk)
m

xk

��

γ
xk // im(xk)

m
xk

��

X x
// X

Now since xk+1 = εxkγxkmxk , by colaxity and [ER.2], we get:

rank(xk)=rank(im(xk))≥rank(γxk)≥rank(εxkγxkmxk)=rank(xk+1)=rank(xk)=rank(im(xk))

So we get that rank(γxk) = rank(im(xk)). Then since rank reflects isomorphism, by [ER.3]
we get that γxk is an isomorphism. Now note that by transposing the above diagram we
also get that the following diagram commutes as well:

im(xk)
m

xk

��

γ
xk // im(xk)

m
xk

��

X

ε
xk

��

x
// X

ε
xk

��

im(xk) γ
xk

// im(xk)

Moreover, by definition of γxk we also get that:

εxkγkxkmxk = xkεxkmxk = εxkmxkεxkmxk = xkxk = x2k

So εxkγk
xkmxk = x2k. Also by [ER.2], since rank(im(xk)) = rank(mxk) = rank(εxk), we of

course have that rank(im(xk)) = rank(mxk)∧rank(εxk). Then using colaxity and rank(xk) =
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rank(x2k), we have that:

rank(im(xk)) = rank(mxk) ∧ rank(εxk) ≥ rank(mxkεxk) ≥ rank(εxkmxkεxkmxk)
= rank(x2k) = rank(xk) = rank(im(xk))

Thus rank(im(xk)) = rank(mxkεxk), and by [ER.3], we obtain that mxkεxk is also an
isomorphism. Moreover, we also compute that:

γkxk = γkxkmxkεxk(mxkεxk)−1 =mxkxkεxk(mxkεxk)−1 =mxkεxkmxkεxk(mxkεxk)−1 =mxkεxk

So γk
xk =mxkεxk . So in particular, γxkmxkεxk = γk+1

xk .
Finally, setting xD∶= εxk(γ−1

xk )k+1mxk , we show that xD satisfies the Drazin axioms:

[D.1] Using γxkmxkεxk = γk+1
xk , we compute that:

xk+1xD = εxkγxkmxkεxk(γ−1xk )k+1mxk = εxkγk+1xk (γ−1xk )k+1mxk = εxkmxk = xk

[D.2] Again using γxkmxkεxk = γk+1
xk , we compute that:

xDxxD = εxk(γ−1xk )k+1mxkxεxk(γ−1xk )k+1mxk = εxk(γ−1xk )k+1γxkmxkεxk(γ−1xk )k+1mxk

= εxk(γ−1xk )k+1γk+1xk (γ−1xk )k+1mxk = εxk(γ−1xk )k+1mxk = xD

[D.3] Here we use that γxkmxkεxk = γk+1
xk =mxkεxkγxk , so we compute that:

xDx = εxk(γ−1xk )k+1mxkx = εxk(γ−1xk )k+1γxkmxk = εxk(γ−1xk )kmxk

= εxkγxk(γ−1xk )k+1mxk = xεxk(γ−1xk )k+1mxk = xxD

Thus x is Drazin with Drazin inverse xD, and so we conclude that X is Drazin.

4.9. Drazin Inverses in Proper Factorization Systems. The proof of Theorem
4.8 suggests that having a factorization system allows for an equivalent description of an
endomorphism x being Drazin in terms of γxk and mxkεxk being isomorphisms. We show
that this is true for a proper factorization system, that is a factorization system in which
all the E-maps are epic and all theM-maps are monic.

4.10. Proposition. In a category X with a proper factorization system (M,E), an en-
domorphism x ∶ A //A is Drazin if and only if there is a k ∈ N for which xk+1 ∶ A //A
has a factorization via εxk+1 ∶ A // im(xk+1) ∈ E and mxk+1 ∶ (xk+1) //A ∈M for which
mxk+1εxk+1 ∶ im(xk+1) // im(xk+1) is an isomorphism.
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Proof. For (⇒), Suppose x ∶ A //A is Drazin and let ind(x) = k. Then for xk+1 ∶ A //A,
let xk+1 factor via εxk+1 ∶ A //im(xk+1) andmxk+1 ∶ A //im(xk+1), so xk+1 = εxk+1mxk+1 with
εxk+1 ∈ E and mxk+1 ∈M. Denote βxk+1 ∶=mxk+1εxk+1 . Now observe that by the factorization
system, βxk+1 is the unique map which makes the below diagram on the left commute. On
the other hand by [D.3], we have that (xD)kxk = xk(xD)k. Therefore, define β−1

xk+1 as the
unique map induced by the factorization system which makes the below diagram on the
right commute:

A

xk+1

##

xk+1
//

ε
xk+1
��

A

ε
xk+1

��

xk+1

{{

im(xk+1)
m

xk+1
��

β
xk+1 // im(xk+1)

m
xk+1

��

A
xk+1

// A

A

xk+1

##

(xD
)
k+1

//

ε
xk+1
��

A

ε
xk+1

��

xk+1

{{

im(xk+1)
m

xk+1
��

β−1
xk+1 // im(xk+1)

m
xk+1

��

A
(xD
)
k+1

// A

Now by Lemma 2.3.(iii), we compute that:

εxk+1βxk+1β−1xk+1mxk+1 = xk+1εxk+1mxk+1(xD)k+1

= xk+1xk+1(xD)k+1 = xk+1+k+1(xD)k+1 = xk+1 = εxk+1mxk+1

Since εxk+1 is epic and mxk+1 is monic, we get that βxk+1β−1
xk+1 = 1im(xk+1). Similarly, we can

also show that β−1
xk+1βxk+1 = 1im(xk+1) as well. So we conclude that βxk+1 ∶= mxk+1εxk+1 is an

isomorphism as desired.
For (⇐), suppose that there is a k ∈ N such that for xk+1 ∶ A //A, and a factorization

εxk+1 ∶ A // im(xk+1) ∈ E and mxk+1 ∶ A // im(xk+1) ∈ M, that βxk+1 ∶= mxk+1εxk+1 is
an isomorphism. Now consider the unique map induced by the factorization system
γxk+1 ∶ im(xk+1) // im(xk+1) defined as in the proof of Theorem 4.8. Recall that in that
proof we needed γxk+1 to be an isomorphism to build the Drazin inverse, and we achieved
this with an argument involving expressive rank. However, we will now show that from
βxk+1 being an isomorphism, it follows that γxk+1 is also an isomorphism. So by definition
of γxk+1 , we first compute that:

εxk+1γk+1xk+1mxk+1 = xk+1εxk+1mxk+1 = εxk+1mxk+1εxk+1mxk+1 = εxk+1βxk+1mxk+1

Since εxk+1 is epic and mxk+1 is monic, we get that γk+1
xk+1 = βxk+1 . However, this implies

that γxk+1 is an isomorphism with inverse γ−1
xk+1 = γkxk+1β

−1
xk+1 = β−1xk+1γ

k
xk+1 . Then setting

xD∶= εxk(γ−1
xk )k+1mxk , using the same calculations as in the proof of Theorem 4.8, we get

that xD is a Drazin inverse of x.

5. Drazin Inverses and Idempotents

An important class of endomorphisms in any category are the idempotents, that is, en-
domorphisms e ∶ A // A such that e2 = e. In this section, we explore the connection
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between Drazin inverses and idempotents. In particular, we will show how to characterize
Drazin maps in terms of isomorphisms in the idempotent splitting of a category – this
displays an aspect of Drazin inverses which is categorically inspired. Moreover, this allows
us to relate the notion of a Drazin inverse to Leinster’s concept of an eventual image [21].
Throughout this section, we work in an arbitrary category X.

5.1. Idempotents. We begin by observing that every Drazin endomorphism induces an
idempotent by composing it with its Drazin inverse.

5.2. Lemma. Let x ∶ A //A be Drazin. Define the map ex∶= xDx ∶ A //A (or equivalently
by [D.3] as ex = xxD). Then ex is an idempotent.

Proof. This is immediate by [D.2] since: exex∶= xDxxDx = xDx = ex.
On the other hand, every idempotent is Drazin and, indeed, is its own Drazin inverse.

Moreover, every idempotent has Drazin index at most one, meaning that it is its own
group inverse as well. The only idempotents with Drazin index zero are the identity
maps. Thus, non-trivial idempotents have Drazin index one.

5.3. Lemma. An idempotent e ∶ A //A is Drazin, its own Drazin inverse, eD = e, and
ind(e) ≤ 1. Moreover, ind(e) = 0 if and only if e = 1A.
Proof. By Lemma 3.9, to show that e is its own Drazin inverse and ind(e) ≤ 1, it suffices
to show that it is its own group inverse. Then setting eD = e, we clearly have that: [G.1]
eeDe = e; [G.2] eDeeD = eD; and [G.3] eDe = eeD. So e is its own group inverse, and
therefore also its own Drazin inverse with ind(e) ≤ 1. Now if ind(e) = 0, then by Lemma
3.6, e is an isomorphism and its Drazin inverse is its inverse. This would mean that
e−1 = eD = e, so e is its own inverse. However, by idempotency, this would imply that
1A = ee−1 = ee = e. So the only idempotent with Drazin index zero is the identity.

The converse is not true: that is not every Drazin endomorphism with Drazin index
at most one is an idempotent. Instead, having a Drazin index less than or equal to one
can be equivalently described in terms of binary idempotents.

5.4. Binary Idempotents. A binary idempotent [29, Def 9.2] is a pair (f, g) con-
sisting of maps f ∶ A //B and g ∶ B //A such that fgf = f and gfg = g. If (f, g) is a
binary idempotent, then fg ∶ A //A and gf ∶ B //B are both idempotents. Now when
A = B, a commuting binary idempotent is a pair (x, y) consisting of endomorphisms
x ∶ A // A and y ∶ A // A such that (x, y) is a binary idempotent and xy = yx. For a
commuting binary idempotent (x, y) we denote its induced idempotent as e(x,y) ∶ A //A,
that is, e(x,y) = xy = yx.

5.5. Lemma. x ∶ A //A is Drazin with ind(x) ≤ 1 if and only if there is an endomorphism
xD ∶ A //A such that (x,xD) is a commuting binary idempotent.

Proof. Recall that by Lemma 3.9, x is Drazin with ind(x) ≤ 1 if and only if x has a group
inverse xD. However, the requirements for (x,xD) being a commuting binary idempotent
are precisely the same as saying that xD is a group inverse of x.
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While not every Drazin endomorphism and its Drazin inverse form a commuting binary
idempotent, we can always obtain one involving the Drazin inverse.

5.6. Corollary. If x ∶ A //A is Drazin, then (xD, xDD) is a commuting binary idem-
potent. Moreover, the resulting idempotent is precisely e(xD,xDD) = ex.
Proof. By Lemma 3.11.(i), if x is Drazin, then xD is also Drazin and ind(xD) ≤ 1. Then
by Lemma 5.5, it follows that (xD, xDD) is a commuting binary idempotent. Now recall
that xDD = xxDx. Then using [D.2], we have that:

e(xD,xDD) = xDxDD = xDxxDx = xDx = ex
So e(xD,xDD) = ex as desired.

5.7. Drazin split. We can also consider the case when the induced idempotent of a
Drazin endomorphism is split. Recall that an idempotent e ∶ A //A splits (or is a split
idempotent) if there are maps r ∶ A //B and s ∶ B //A such that rs = e and sr = 1A.
5.8. Definition. x ∶ A //A is Drazin split if it is Drazin and the induced idempotent
ex∶= xxD ∶ A //A splits.

We can alternatively characterize Drazin split endomorphisms as follows:

5.9. Lemma. x ∶ A //A is Drazin split if and only if there is an idempotent e ∶ A //A,
with splitting r ∶ A //B and s ∶ B //A, a k ∈ N, and an isomorphism α ∶ B //B such
that the following diagram commutes:

A

r

��

x // A

r

��

A

xk

77

xk

''

B

s

��

α
// B

s

��

A x
// A

Proof. For (⇒), suppose that x is Drazin split where ex splits via r ∶ A // B and
s ∶ B //A, and with ind(x) = k. For the required split idempotent we take ex, and for
the natural number we take ind(x) = k. For the isomorphism, define the map α ∶ B //B
as the composite α∶= sxr, and define the map α−1 ∶ B //B as the composite α−1∶= sxDr.
We first check that these maps are inverses of each other. To do so, we use [D.2], [D.3],
and the splitting:

αα−1 = sxrsxDr = sxexxDr = sxxDxxDr = sxxDr = sexr = srsr = 1B
α−1α = sxDrsxr = sxDexxr = sxDxxDxr = sxDxr = sexr = srsr = 1B

So α is indeed an isomorphism. Now we show that the diagram commutes. By [D.1], the
triangle on the left commutes:

xkrs = xkex = xkxxD = xk+1xD = xk
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By [D.2], [D.3], and the splitting, we can show that both the top and bottom squares
commute:

xr = xrα−1α = xrsxDrα = xexxDrα = xxDxxDrα = xxDrα = exrα = rsrα = rα

sx = αα−1sx = αsxDrsx = αsxDexx = αsxDxxDx = αsxDx = αsex = αsrs = αs
So we conclude that the desired identities hold.

For (⇐), define xD ∶ A //A as the composite xD∶= rα−1s. We show that xD satisfies
the three Drazin inverse axioms.

[D.1] Using the k ∈ N in the assumptions, and that xke = e and r = xrα−1 we have:

xk+1xD = xkxrα−1s = xkrs = xke = xk

[D.2] Using sx = αs, we compute that:

xDxxD = rα−1sxrα−1s = rα−1αsrα−1s = rsrα1s = rα−1s = xD

[D.3] Using both sx = αs and xr = rα, we have:

xDx = rα−1sx = rα−1αs = rs = rαα−1s = xrα−1s = xxD

So x is Drazin with Drazin inverse xD. Next, observe that the induced idempotent ex is
e since:

ex = xDx = rα−1sx = rα−1αs = rs = e
So the induced idempotent is precisely the idempotent with which we started. Since e
was assumed to be split, we conclude that x is Drazin split.

Recall that a category is idempotent complete if all its idempotents split. Similarly,
we can consider categories in which every Drazin endomorphism Drazin splits:

5.10. Definition. A Drazin complete category is a category in which every endo-
morphism Drazin splits.

5.11. Lemma. A category is Drazin complete if and only if it is Drazin and idempotent
complete.

Proof. For (⇒), by definition of being Drazin complete, every endomorphism is Drazin
split, so in particular Drazin, and therefore the category is Drazin. Moreover, again by
definition of being Drazin complete, every idempotent is Drazin split and therefore since
by Lemma 5.3 it is its own induced idempotent, every idempotent also splits. For (⇐),
by definition of being Drazin and idempotent complete, every endomorphism is Drazin
and the induced idempotent splits. Therefore, every endomorphism is Drazin split and so
the category is Drazin complete.
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Every Drazin category embeds into a Drazin complete category via the idempotent
splitting construction. Indeed, recall that every category X embeds into an idempotent
complete category Split(X) called its idempotent splitting. The objects of Split(X) are
pairs (A, e) consisting of an object A and an idempotent e ∶ A //A, and where a map
f ∶ (A, e) // (B, e′) is a map f ∶ A //B such that efe′ = f (or equivalently ef = f = fe′).
Composition in Split(X) is defined as in X, while the identity for (A, e) is the idempotent
e, that is, 1(A,e)∶= e ∶ (A, e) // (A, e). To show that the idempotent splitting of a Drazin
category is Drazin complete, we first show that for any endomorphism in the idempotent
splitting, whose underlying endomorphism in the base category is Drazin, has its Drazin
inverse also an endomorphism in the idempotent splitting.

5.12. Lemma. If x ∶ (A, e) // (A, e) is an endomorphism in Split(X) and x ∶ A //A is
Drazin in X, then xD ∶ (A, e) // (A, e) is an endomorphism in Split(X), and moreover,
x ∶ (A, e) // (A, e) is Drazin with Drazin inverse xD ∶ (A, e) // (A, e).
Proof. Since x ∶ (A, e) // (A, e) is a map in the idempotent splitting, we have that
exe = x. Then using [D.2] and [D.3], we compute that:

exDe = exDxxDe = exDxDxe = exDxDx = exxDxDx = xxDxD = xDxxD = xD

So exDe = xD, and therefore we have that xD ∶ (A, e) //(A, e) is indeed an endomorphism
in Split(X). Since the composition in Split(X) is the same as in X, we get that xD ∶
(A, e) // (A, e) is also the Drazin inverse of x ∶ (A, e) // (A, e) in Split(X).

5.13. Proposition. If X is a Drazin category, then Split(X) is Drazin complete.

Proof. Since we know that Split(X) is idempotent complete, to show that it is also
Drazin complete, by Lemma 5.11 we need only show that it is also Drazin. So consider
x ∶ (A, e) // (A, e) in Split(X). Since X is Drazin, x ∶ A //A is Drazin. So by Lemma
5.12, we have that x ∶ (A, e) // (A, e) is also Drazin. So Split(X) is Drazin, and so we
conclude that Split(X) is Drazin complete as well.

5.14. Intertwining idempotents. We now begin to build up towards showing that
Drazin inverses give rise to isomorphisms in the idempotent splitting. Toward this goal, we
first introduce a useful intermediate notion. Let (e, e′) be a pair of idempotents e ∶ A //A
and e′ ∶ B //B. We shall say that a map f ∶ A //B is (e, e′)-intertwined if ef = fe′,
so the below diagram on the left commutes. We say that an (e, e′)-intertwined map f
has an (e, e′)-intertwined inverse in case there is a map g ∶ B //A such that e′ge = g
(or equivalently if e′g = g = ge), and fg = e and gf = e′, that is, the diagram on the right
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below commutes.

A

e

��

f
// B

e′
��

A
f

// B

A

e

��

f
// B

e′
��

g

��

g

ww
A

e

��

B

e′
��

g

ww
A

f
// B

(e, e′)-intertwined (e, e′)-intertwined inverse

5.15. Lemma. Let f ∶ A //B be a (e, e′)-intertwined map in X. Then:

(i) fe′ ∶ (A, e) // (B, e′) is a map in Split(X);

(ii) If f has an (e, e′)-intertwined inverse g ∶ B //A, then fe′ ∶ (A, e) // (B, e′) is an
isomorphism in Split(X) with inverse g ∶ (B, e′) // (A, e).

Proof. For (i), since f is (e, e′)-intertwined, we have that:

efe′e′ = eefe′ = efe′ = eef = ef = fe′

So fe′ ∶ (A, e) // (B, e′) is indeed a map in Split(X). For (ii), by definition of an (e, e′)-
intertwined inverse, we have that e′ge = g. So we get that g ∶ (B, e′) // (A, e) is indeed a
map in Split(X). Using that fg = e and gf = e′, we can show that fe′ and g are inverses
in the idempotent splitting:

fe′g = efg = ee = e = 1(A,e) gfe′ = e′e′ = e′ = 1(B,e′)

So we conclude that fe′ ∶ (A, e) // (B, e′) is an isomorphism in Split(X).
We can now characterize being Drazin in terms of being idempotent intertwined.

5.16. Lemma. x ∶ A //A is Drazin if and only if there is an idempotent e ∶ A //A and
a k ∈ N such that xke = xk and x is an (e, e)-intertwined map with an (e, e)-intertwined
inverse.

Proof. For (⇒), suppose that x is Drazin with ind(x) = k. Take the idempotent e to be
the induced idempotent ex. Then by [D.1], we have that:

xkex = xkxxD = xk+1xD = xk

So xkex = xk. Now by [D.3], we have that:

exx = xxDx = xex

So x is (ex, ex)-intertwined. Next, by [D.2], we have that:

exx
D = xDxxD = xD
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Moreover, by definition, we also have that xxD = ex and xDx = ex. So we conclude that x
has a (ex, ex)-intertwined inverse and it is xD.

For (⇐), let xD be the (e, e)-intertwined inverse of x. We show that xD satisfies the
three Drazin inverse axioms.

[D.1] Using that xxD = e and xke = xk, we compute that:

xk+1xD = xkxxD = xke = xk

[D.2] Using that xxD = e and xDe = xD, we compute that:

xDxxD = xDe = xD

[D.3] By definition of being an (e, e)-intertwined inverse, we have that xxD = e and
xDx = e. So xxD = xDx.

So we conclude that x is Drazin with Drazin inverse xD.

We can therefore completely capture the requirements of a Drazin inverse with the
following commuting diagram:

A

ex
��

x // A

ex
��

xD

ww
xD

��

ex

~~

A

xk

77

xk

''

A

ex
��

A

ex
��

xD

ww
A x

// A

Moreover, by Lemma 5.15, we see how being Drazin induces an isomorphism on its induced
idempotent:

5.17. Corollary. Let x ∶ A // A be Drazin in X, then xex ∶ (A, ex) // (A, ex) is an
isomorphism in Split(X) with inverse xD ∶ (A, ex) // (A, ex).
Proof. In the proof of Lemma 5.16, we showed that x is (ex, ex)-intertwined and xD is its
(ex, ex)-intertwined inverse. Applying Lemma 5.15.(ii), we get that xex ∶(A, ex) // (A, ex)
is an isomorphism in Split(X) with inverse xD ∶(A, ex) // (A, ex).

5.18. Munn’s Power Theorem. We now generalize Drazin’s [12, Thm 7] to the cate-
gorical context using idempotent splitting. In the context of semigroups, this result was
expressed particularly succinctly by Munn as “An element x of a semigroup S is pseudo-
invertible if and only if some power of x lies in a subgroup of S” [24, Thm 1]. We can
understand this statement categorically using the idempotent splitting, that is, a map x
is Drazin if and only if some positive power of x underlies an endo-isomorphism in the
idempotent splitting.
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5.19. Theorem. x ∶ A //A is Drazin in X if and only if there is an idempotent e ∶ A //A
such that for some k ∈ N, xk+1 ∶ (A, e) // (A, e) is an isomorphism in Split(X).
Proof. For (⇒), let x ∶ A // A be Drazin with ind(x) = k. By Lemma 3.19, we know
that xk+1 is also Drazin. Therefore by Corollary 5.17, xk+1exk+1 ∶ (A, exk+1) // (A, exk+1)
is an isomorphism in Split(X). Now recall that (xk+1)D = (xD)k+1. Then by using [D.3],
we compute that:

exk+1 = (xk+1)(xk+1)D = xk+1(xD)k+1 = (xxD)k+1 = ek+1x = ex

So exk+1 = ex. Moreover, using [D.1] we compute that:

xk+1ex = xk+1xDx = xkx = xk+1

So xk+1ex = xk+1. So we conclude that xk+1 ∶ (A, ex) // (A, ex) is an isomorphism in
Split(X) as desired.

For (⇐), this direction requires more work. So suppose that there is some k such that
xk+1 ∶ (A, e) // (A, e) is an isomorphism in Split(X) with inverse v ∶ (A, e) // (A, e).
Explicitly this means that the following equalities hold:

exk+1 = xk+1 = xk+1e ev = v = ve xk+1v = 1(A,e) = e vxk+1 = 1(A,e) = e

We will first show that xk and v commute with each other. To do so, we use the above
identities:

xkv = xkev = xkxk+1vv = xk+1xkvv = exk+1xkvv = exkxk+1vv = exkev = exkv
= vxk+1xkv = vxkxk+1v = vxke = vexke = vvxk+1xke = vvxkxk+1e

= vvxkxk+1 = vvxk+1xk = vexk = vxk

So vxk = xkv. Then define xD∶= vxk = xkv. We show that xD satisfies the three Drazin
inverse axioms.

[D.1] Here we use that xk+1v = e and xk+1e = xk+1:

x(k+1)+1xD = xk+1xxkv = xk+1xk+1v = xk+1e = xk+1

[D.2] Here we use that xk+1v = e and ve = v:

xDxxD = xkvxxkv = xkvxk+1v = xkve = xkv = xD

[D.3] Here we use that xk+1v = e = vxk+1:

xxD = xxkv = xk+1v = e = vxk+1 = vxkx = xDx

So we conclude that x is Drazin.
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5.20. Eventual Image Duality. In [21], Leinster introduced the concept of the even-
tual image of an endomorphism in a category. Naively, the idea is that after iterating
an endomorphism enough times, it will eventually stabilize, and this is the eventual im-
age. Since this concept of iterating an endomorphism until it stabilizes is also closely
linked to Drazin inverses, it is natural to ask what the relationship is between Drazin
inverses and Leinster’s eventual image. Here we answer this question by using the results
relating Drazin inverses to idempotents. In particular, we show that every Drazin split
endomorphism has an eventual image which is absolute.

Let Z be the set of integers. Then x ∶ A //A in X has eventual image duality [21,
Definition 2.1] in the case the diagram EI(x) ∶ Z //X given by the doubly infinite chain:

...
x //A

x //A
x //A

x // ...

has both a limit cone (πi ∶ L //A)i∈Z and a colimit cocone (σi ∶ A //M)i∈Z such that
the canonical map x̃∶= πiσi ∶ L //M (which is independent of the choice of i ∈ Z) is an
isomorphism. Of course, we can arrange for this isomorphism to be the identity, so we
can obtain:

im∞(x)
π−2

vv

π−1
{{

π0

��

π1

##

π2

((.... A x //

σ−2
((

A

σ−1
##

x // A

σ0

��

x // A

σ1

{{

f // A

σ2

vv

....

im∞(x)
where πiσi = 1im∞(x) making πi a section of the retraction σi. This induces the idempotent
x∞∶= σiπi ∶ A //A, which is independent of the choice of i ∈ Z.

In an arbitrary category, not all endomorphisms have eventual image duality, see for
example [21, Example 2.2] which explains why most endomorphisms in SET do not have
eventual image duality. Furthermore, eventual image duality need not be absolute, that
is, eventual images are not necessarily preserved by all functors. However, there is a class
of endomorphisms which do have absolute eventual image duality, and this class includes
the ones induced by being Drazin.

5.21. Definition. For x ∶ A //A, we say that (si ∶ E //A, ri ∶ A //E)i∈Z eventuates
x with index k ∈ N in case:

[ev.1] For all i ∈ Z, siri = 1E;

[ev.2] For all i, j ∈ Z, risi = rjsj;

[ev.3] For all i ∈ Z, six = si+1 and xri+1 = ri;

[ev.4] For all i ∈ Z, risixk+1 = xk+1 = xk+1risi.

We first show that if an endomorphism has a family of maps which eventuates it, then
it has an absolute eventual image duality.
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5.22. Lemma. If (si ∶ E //A, ri ∶ A //E)i∈Z eventuates x ∶ A //A with index k, then
x has an absolute eventual image duality.

Proof. Note that by [ev.3], (ri ∶ A //E)i∈Z is a cone and (si ∶ E //A)i∈Z a cocone over
the diagram EI(x). So we need to show that they are respectively a limit and a colimit.
So let’s show that (si)i∈Z is a universal cone over EI(x). So suppose that (zi ∶ Z //A)i∈Z
is a cone over EI(x):

Z
zi

��

zi+1

��
... A x

// A ...

Then we first observe that:
zi+1ri+1 = zixri+1 = ziri

So for any i, j ∈ Z, we have that ziri = zjrj. So define the map h ∶ Z //E as the composite
h∶= ziri (for any i ∈ Z). Next note that by the cone, we have that zi = zi−nxn for all n ∈ N.
In particular by [ev.4], we get that:

hsi = zirisi = zi−(k+1)xk+1risi = zi−(k+1)xk+1 = zi
So we get that the following diagram commutes:

Z

h
��zi

��

zi+1

��

E
si

��

ri

��
... A x

// A ...

Now by [ev.1], each si is monic. Therefore it follows that h is necessarily unique, and
therefore we get that (si)i∈Z is a limit cone. Similarly, by dual arguments, we also get that
(ri)i∈Z is a colimit cocone. By [ev.1], the canonical map is x̃ = siri = 1E. So we have that
x has eventual image duality. Finally, this (co)limit is clearly absolute as the reasoning
only uses constructs which are preserved by all functors.

We now show that if an endomorphism is Drazin split, then we can build a family
which eventuates it:

5.23. Lemma. If x ∶ A //A is Drazin split where ex splits via r ∶ A //E and s ∶ E //A,
then (si ∶ E //A, ri ∶ A //E)i∈Z eventuates x with index ind(x) = k where:

[i = 0]: s0∶= s, r0∶= r;

[i > 0]: si∶= sxi and ri∶= (xD)ir;

[i < 0]: 4 si∶= s(xD)−i and ri = x−ir.
4Notice in the last case since i < 0 that −i is positive so that the definitions of si and ri make sense.
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Proof.

[ev.1] Recall that sr = 1E. When i = 0, s0r0 = sr = 1E. If i > 0 then by [D.3] and that ex
is idempotent:

siri = sxi(xD)ir = s(xxD)ir = seixr = sexr = srsr = 1E

while if i < 0 then similarly:

siri = s(xD)−ix−ii = s(xDx)−ir = se−ix r = sexr = srsr = 1E

[ev.2] When i = 0, r0s0 = rs = ex. When i > 0, by [D.3] and that ex is idempotent, we
compute that:

risi = (xD)irsxi = (xD)iexxi = (xD)ixDxxi = (xD)i+1xi+1 = (xDx)i+1 = ei+1x = ex

When i < 0, we compute that:

risi = x−irs(xD)−i = x−iex(xD)−i = x−ixxD(xD)−i

= x−i+1(xD)−i+1 = (xxD)−i+1 = e−i+1x = ex

So for i ∈ Z, risi = ex.

[ev.3] When i = 0:

s0x = sx = s1
xr1 = xxDr = exr = rsr = r = r0

When i > 0:

six = sxix = sxi+1 = si+1
xri+1 = x(xD)i+1r = (xD)ixxDr = (xD)iexr = (xD)irsr = (xD)ir = ri

When i < 0:

six = s(xD)−ix=sxxD(xD)−(i+1) = sex(xD)−(i+1) = srs(xD)−(i+1) = s(xD)−(i+1) = si+1
xri+1 = xx−(i+1)r = x−ir = ri

[ev.4] As shown above, for all i ∈ Z we have that risi = ex. Now in the proof of The-
orem 5.19, we showed that xk+1 ∶ (A, ex) // (A, ex) was a map in the idempo-
tent splitting. Recall this means that exxk+1 = xk+1 = xk+1ex. So we get that
risixk+1 = xk+1 = xk+1risi.

So we conclude that (si, ri)i∈Z eventuates x.
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Then by applying Lemma 5.22 to a Drazin split endomorphism, we get that:

5.24. Corollary. An endomorphism that is Drazin split has eventual image duality.

This raises the question when if (si, ri)i∈Z eventuates x, whether x is Drazin. In general,
this does not appear to be the case. We now add what is missing:

5.25. Lemma. x ∶ A // A is Drazin split if and only if there exists a family of maps
(si ∶ E // A, ri ∶ A // E)i∈Z which eventuates x with index k and sixri ∶ E // E is an
isomorphism for some i ∈ Z.
Proof. For (⇒), suppose that x ∶ A //A is Drazin split where ex splits via r ∶ A //E and
s ∶ E //A. Then in Lemma 5.23, we showed that the family (si ∶ E //A, ri ∶ A //A)i∈Z
eventuates x. Now in the proof of Lemma 5.9, we showed that α = sxr was an isomorphism.
However recall that s0 = s and r0 = r. So s0xr0 is an isomorphism.

For (⇐), suppose that (si, ri)i∈Z eventuates x with index k and sixkri is an isomorphism
for some i ∈ Z. To show that x is Drazin split, we will apply Lemma 5.9. By [ev.1] and
[ev.2], we get a split idempotent e = ri+1si+1 with splitting r = ri+1 and s = si+1. Moreover,
we also have our isomorphism by setting α = sixri. Lastly, take the natural number to be
k + 1. Now note that by [ev.3], we get that xnrj+n = rj and sjxn = sj+n for all j ∈ Z and
n ∈ N. From these and [ev.4], we compute that:

rα = risixri = risixxkri+k = risixk+1ri+k = xk+1ri+k = xxkri+k = xri = xr

αs = sixrisi = si−kxkxrisi = si−kxk+1risi = si−kxk+1 = si−kxkx = six = sx
Moreover, by [ev.4] we get that xk+1rs = xk+1. So the diagram in Lemma 5.9 commutes,
and therefore we conclude that x is Drazin split.

6. Drazin Inverses in Additive Categories

In this section we consider Drazin inverses in additive categories, following Robinson and
Puystjens’ work in [27]. In this paper, by an additive5 category, we mean a category X
which is enriched over Abelian groups, that is, every homset X(A,B) is an Abelian group
and composition, X(A,B)⊗X(B,C) //X(A,C), and composition units, Z //X(A,A),
are Abelian group homomorphisms.

6.1. Right/Left π-Regularity in Additive Categories. In Section 3.2, we re-
viewed how being Drazin was equivalent to being strongly π-regular. The definition of
being strongly π-regular can be split into two parts: being left π-regular and being right
π-regular. Dischinger showed that for a ring, being left π-regular was equivalent to being
right π-regular6 [11, Thm 1]. Unfortunately the same is not true for an arbitrary category

5Additive categories are sometimes called “ringoids” (a many object ring), or Ab-enriched categories.
6Dischinger only states and proves that for a ring, being right π-regular implies being left π-regular.

However, by dualizing the proof, it is clear that for a ring, being left π-regular also implies being right
π-regular.
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(in fact Dischinger even remarks that his proof does not extend to semigroups). Here we
show that Dischinger’s result generalizes to the setting of an additive category. There-
fore, for an additive category, being Drazin is equivalent to being left π-regular or right
π-regular.

We first define the notions of left/right π-regularity for an arbitrary category.

6.2. Definition. In a category X, x ∶ A //A is said to be:

(i) right π-regular if there is an endomorphism xR ∶ A // A and a k ∈ N such that
xk+1xR = xk. The k ∈ N is a called a right π-index.

(ii) left π-regular if there is an endomorphism xL ∶ A // A and a k ∈ N such that
xLxk+1 = xk. The k ∈ N is a called a left π-index.

An object A ∈ X is said to be right (resp. left) π-regular if every endomorphism of
type A // A is right (resp. left) π-regular. Similarly, a category X is said to be right
(resp. left) π-regular if every endomorphism in X is right (resp. left) π-regular.

Of course, by definition, we have that an endomorphism which is strongly π-regular is
both right π-regular and left π-regular. Now recall from Section 3.2 that being strongly
π-regular was equivalent to being Drazin. So we may state:

6.3. Lemma. In a category X, if x ∶ A //A is Drazin, then x is both right π-regular and
left π-regular. Moreover, if X is a Drazin category (resp. if A is a Drazin object), then X
(resp. A) is both right π-regular and left π-regular.

We work towards showing that in an additive category, the converse is also true. To
do so, we first make the following useful observation:

6.4. Lemma. In a category X, x ∶ A //A is right (resp. left) π-regular if and only if there
is a k ∈ N such that xk+1 is right (resp. left) π-regular with a right (resp. left) π-index 1.

Proof. We prove the statement for right π-regularity – the left π-regular statement is
proved in dual fashion. For (⇒), suppose x is right π-regular with right π-index k ∈ N,
that is, there is an endomorphism xR ∶ A //A such that xk+1xR = xk. We first prove by
induction that for all m ∈ N, xk+m(xR)m = xk. The base case m = 0 is trivial. So suppose
that for all 0 ≤ j ≤m, xk+j(xR)j = xk. Then for m + 1 we compute that:

xk+m+1(xR)m+1 = xxk+m(xR)mxR = xxkxR = xk+1xR = xk

So xk+m(xR)m = xk holds for all m ∈ N. Then setting (xk+1)R = (xR)k+1, we compute:

(xk+1)2(xk+1)R = xxk+k+1(xR)k+1 = xxk = xk+1

Therefore, xk+1 is right π-regular with a right π-index of 1.
For (⇐), Suppose that for some k ∈ N, xk+1 is right π-regular with a right π-index of 1.

So there is an endomorphism y ∶ A //A such that (xk+1)2y = xk+1. Now define xR = yxk.
So we compute:

x2k+1+1xR = (xk+1)2yxk = xk+1xk = x2k+1

So x is right π-regular.
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We are now in a position to prove our desired result for additive categories. The proof
follows the same steps as in [11], however, we fill in some gaps and provide some of the
details which were omitted.

6.5. Theorem. In an additive category X, an object A is right π-regular if and only if
A is left π-regular. Therefore, an additive category X is right π-regular if and only if X
is left π-regular.

Proof. For (⇒), suppose that A is right π-regular. Then every endomorphism x ∶ A //A
is right π-regular. As such by Lemma 6.4, there is a k ∈ N such that xk+1 is right π-regular
with a right π-index of 1. So let y ∶ A //A be an endomorphism such that (xk+1)2y = xk+1.
Now y is also right π-regular, so there is a j ∈ N such that yk+1 is right π-regular with
a right π-index of 1. Setting b = yj+1, that means we have an endomorphism c ∶ A //A
such that b2c = b. Now setting a = (xk+1)j+1, we compute that:

a2b = ((xk+1)j+1)2yj+1=(xk+1)2j+2yj+1 = (xk+1)j(xk+1)1+j+1yj+1 = (xk+1)jxk+1 = (xk+1)j+1 = a
So a is right π-regular with a right π-index of 1, and in particular a2b = a. Now from
a2b = a and b2c = c, we compute the following equalities:

abc = a2b2c = a2b = a
ac = a2bc = a(abc) = a2

(c − a)2 = c2 − ac − ca + a2 = c2 − ca = c(c − a)
ab(c − a)2 = abc(c − a) = a(c − a) = ac − a2 = 0
b(c − a) = b2c(c − a) = b2(c − a)2

The last equation can be iterated to give b(c − a) = bn+1(c − a)n+1 for all n ∈ N. Now, as
(c − a) is also right π-regular, we have a d and a p ∈ N such that (c − a)p+1d = (c − a)p.
From this, we get that:

ab(c − a) = abp+1(c − a)p+1 = abp+1(c − a)p+2d2 =
abp+1(c − a)p+1(c − a)d2 = ab(c − a)(c − a)d2 = ab(c − a)2d2 = 0

So from ab(c − a) = 0 we get that a = abc = aba. This gives us the following:

ab − ab2a = ab2c − ab2a = ab2(c − a) = abb(c − a) =
abbp+1(c − a)p+1 = abp+2(c − a)p+2d2 = ab(c − a)d2 = 0

As such we get that ab = ab2a. Finally, we have that:

ab2a2 = ab2aa = aba = a
Therefore a = (xk+1)j+1 is left π-regular with index 1. Then by Lemma 6.4, x is left
π-regular. For (⇐), the proof of this direction is dual to that of the previous direction.

Now a category is a right (resp. left) π-regular if and only if every object is right
(resp. left) π-regular. Then since we have shown that for an additive category, an object
is right π-regular if and only if it is left π-regular, it follows that an additive category is
right π-regular if and only if it is left π-regular, as desired.
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The above theorem immediately gives us an equivalent characterization of being Drazin
for an additive category:

6.6. Corollary. In an additive category X, an object A is Drazin if and only if A is
right (or left) π-regular. So X is Drazin if and only if X is right (or left) π-regular.

6.7. Negatives and Scalar Multiplication. In an additive category, we can ask
how the Drazin inverse interacts with the sum and the negation. As for usual inverses,
the Drazin inverse does not necessarily behave well with sums. Indeed, the sum of Drazin
endomorphisms x and y is not necessarily Drazin, and even if x + y was Drazin, then the
Drazin inverse (x + y)D is not necessarily the sum of the Drazin inverses xD + yD. On
the other hand, the negation of a Drazin endomorphism is Drazin with Drazin inverse the
negation of the original Drazin inverse.

6.8. Lemma. In an additive catgory X, if x ∶ A // A is Drazin, then −x ∶ A // A is
Drazin where (−x)D = −xD and ind(−x) = ind(x).
Proof. We show that (−x)D = −xD satisfies the three axioms of a Drazin inverse.

[D.1] Suppose that ind(x) = k, then applying [D.1] for x we compute that:

(−x)k+1(−x)D = (−x)k+1(−xD) = (−1)k+2xk+1xD = (−1)kxk = (−x)k

So ind(−x) ≤ k.

[D.2] Applying [D.2] for x we compute that:

(−x)D(−x)(−x)D = (−xD)(−x)(−xD) = (−1)3xDxxD = −xD = (−x)D

[D.3] Applying [D.3] for x we compute that:

(−x)D(−x) = (−xD)(−x) = (−1)2xDx = (−1)2xxD = (−x)(−x)D

So −x is Drazin with Drazin inverse (−x)D = −xD. Now if ind(−x) = j < k = ind(x), then
the above calculation would tells us that [D.1] for −(−x) = x holds for j, which contradicts
that k is the Drazin index. So ind(−x) = ind(x).

Similarly, if we happen to be in a setting where we can scalar multiply maps by
rationals p

q ∈ Q, then if x is Drazin so is p
qx where (pqx)D =

q
px

D when p
q ≠ 0. In particular,

in such a setting, for m ≥ 1, we would have that if x is Drazin, then mx = x + x + ⋯ + x
is also Drazin with (mx)D = 1

mx
D. More generally, if R is a commutative ring, then in a

category X which is enriched over R-modules, for any unit u ∈ R, if x is Drazin then ux
is Drazin where (ux)D = u−1xD. The case of scalar multiplying by 0 is discussed in the
next section.
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6.9. Nilpotents. Recall that in an additive category, an endomorphism n ∶ A //A is
said to be nilpotent if there is a k ∈ N such that nk = 0, and the smallest such k is called
the nilpotent index of n. It turns out that nilpotent endomorphisms are precisely the
Drazin endomorphisms whose Drazin inverse is zero. In this case, the Drazin index and
the nilpotent index coincide.

6.10. Lemma. In any additive category X, n ∶ A // A is nilpotent if and only if n is
Drazin with nD = 0. In particular, the zero morphism 0 ∶ A //A is Drazin and its own
Drazin inverse, 0D = 0.
Proof. For (⇒), suppose that n is nilpotent with nilpotent index k, so nk = 0. We must
show that nD = 0 satisfies the three axioms of a Drazin inverse. However, note that [D.2]
and [D.3] trivially hold since 0n0 = 0 and n0 = 0 = 0n. On the other hand, [D.1] also
holds since nk+10 = 0 = nk. So n is Drazin with Drazin inverse 0. Now we know that
ind(n) ≤ k. But if ind(n) < k, then there would be a j < k such that nj = nj+10 = 0, which
contradicts k being the nilpotent index. So we have that ind(n) = k as desired.

For (⇐), suppose that n is Drazin with Drazin inverse nD = 0 and ind(n) = k. Then
[D.1] tells us that nk = nk+10 = 0. So n is nilpotent. If there was a j < k such that nj = 0,
then we would also have that nj = nj+10 = 0, which contradicts k being the Drazin index.
So we have that the nilpotent index of n is its Drazin index.

6.11. Core-Nilpotent Decomposition. For matrices, an important concept in re-
lation to the Drazin inverse is the notion of the core-nilpotent decomposition [23, Thm
2.2.21]. The core [6, Def 7.3.1] of a matrix is defined as the Drazin inverse of its Drazin in-
verse, while its nilpotent part [6, Def 7.3.2] is the matrix minus its core. The core-nilpotent
decomposition is the statement that a matrix is equal to the sum of its core and nilpotent
parts. Drazin later generalized this concept for elements in a ring [13, Sec 1], and showed
that having a core-nilpotent decomposition was equivalent to being Drazin [13, Prop 3.1
& 3.2]. Here, we discuss core-nilpotent decompositions of endomorphisms in an additive
category, in other words, core-nilpotent decomposition in the ring X(A,A).

6.12. Definition. In an additive category X, a core-nilpotent decomposition of
x ∶ A //A is a pair (c, n) of endomorphisms c ∶ A //A and n ∶ A //A such that:

[CND.1] c is Drazin with ind(c) ≤ 1 (so c has a group inverse);

[CND.2] n is nilpotent with nilpotent index k ∈ N (so that nk = 0);

[CND.3] cn = 0 = nc;

[CND.4] x = c + n.

Before we revisit the proof that having a core-nilpotent decomposition is equivalent to
being Drazin, it will be useful to explicitly define the core and nilpotent parts of a Drazin
endomorphism.
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6.13. Definition. In any additive category X, for a Drazin endomorphism x ∶ A //A,

(i) The core7 of x is the endomorphism cx ∶ A //A defined by cx∶= xDD = xxDx.

(ii) The nilpotent part of x is the endomorphism nx∶= x − cx ∶ A //A.

6.14. Theorem. [13, Prop 3.1, 3.2, & 3.3] In an additive category X, x ∶ A // A is
Drazin if and only if x has a core-nilpotent decomposition. Moreover, when x is Drazin,
(cx, nx) is its unique core-nilpotent decomposition.

Proof. For (⇒), Suppose that x is Drazin with index k. We show that (cx, nx) satisfies
the four axioms of a core-nilpotent decomposition.

[CND.1] This is the statement of Lemma 3.11.(i).

[CND.2] Using the binomial theorem (which recall holds in any additive category),
[D.3], and Lemma 2.3.(ii), we compute that:

nk
x = (x − cx)k =

k

∑
i=0

(−1)i(k
i
)xk−icix =

k

∑
i=0

(−1)i(k
i
)xk−i(xxDx)i

=
k

∑
i=0

(−1)i(k
i
)xk−ix2ixDi =

k+1

∑
i=0

(−1)i(k
i
)xk−i+2ixDi

=
k

∑
i=0

(−1)i(k
i
)xk+ixDi =

k

∑
i=0

(−1)i(k
i
)xk = (1 − 1)kxk = 0

So nx has nilpotent index less than or equal to k.

[CND.3] Using [D.2] and [D.3], we have:

cxnx = cx(x − cx) = cxx − cxcx = xxDxx − xxDxxxDx
= x3xD − x3xDxxD = x3xD − x3xD = 0

So cxnx = 0, and similarly nxcx = 0.

[CND.4] From the definition of nx it follows that x = cx + (x − cx) = cx + nx.

For (⇐), Suppose that x has a core-nilpotent decomposition (c, n). Let k ≥ 1 be the
nilpotent index of n so that nk = 0. Using [CND.1], we set xD∶= cD and show that xD

satisfies the three Drazin inverse axioms.

[D.1] First note that, for m > 0, xm = (c + n)m = cm + nm as the cross-terms vanish using
[CND.3]. So, in particular, for j ≥ k, we have that xj = cj using [CND.2]. Now
since ind(c) ≤ 1 ≤ k, by Lemma 2.3.(i) we compute that:

xk+1xD = (c + n)k+1cD = (ck+1 + nk+1)cD = ck+1cD

= ck = ck + nk = (c + n)k = xk

So ind(x) ≤ k.
7Note that by Lemma 3.11.(i), the core can in fact be defined in an arbitrary category.
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[D.2] By [CND.3], we have that cn = 0 = 0c. So by Lemma 3.17, we have that cDn = 0cD,
so cDn = 0. Using this and [D.2], we compute that:

xDxxD = cD(c + n)cD = cDccD + cDncD = cD + 0 = cD = xD

[D.3] By [CND.3], we have that cn = nc. So by Lemma 3.17, we have that cDn = ncD.
Using this and [D.3], we have:

xxD = (c + n)cD = ccD + ncD = cDc + cDn = cD(c + n) = xDx

So x is Drazin with Drazin inverse xD∶= cD and ind(x) ≤ k.
It remains to show that a core-nilpotent decomposition is unique. So let x be Drazin.

Suppose that x has another core-nilpotent decomposition (c, n). Then we have that
cDx = xD = cD. Since ind(c) ≤ 1 and ind(cx) ≤ 1, by Lemma 3.11.(iii) we have that
c = (cD)D = (cDx )D = cx, so c = cx. By [CND.4], c + n = x = cx + nx, so subtracting c = cx
from both sides gives us n = nx. So we conclude that (cx, nx) is the unique core-nilpotent
decomposition of x.

Therefore, we obtain another characterization of when an additive category is Drazin:

6.15. Corollary. An additive category X is Drazin if and only if every endomorphism
has a core-nilpotent decomposition.

6.16. Kernel-cokernel coincidence. In [27, Thm 2], Robinson and Puystjens pro-
vide conditions for being Drazin in an additive category in terms of kernels and cokernels.
Here we revisit their result and show how their setup is in fact equivalent to being Drazin
such that the complement of the induced idempotent is split.

In an additive category, the complement of an idempotent e ∶ A // A is the en-
domorphism ec∶= 1A − e ∶ A // A. Note that since e is an idempotent, we have that
eec = 0 = ece. Moreover, the complement of an idempotent is again an idempotent, so
we may consider when it splits. In an additive category, we say that an idempotent e is
complement-split if ec is split. In particular, we may consider a Drazin endomorphism
whose induced idempotent (from Lemma 5.2) is complement-split.

6.17. Definition. In an additive category X, x ∶ A //A is Drazin complement-split
if x is Drazin and its induced idempotent ex ∶ A //A is complement-split.

We now show an endomorphism x is Drazin complement-split precisely when some
power of x has a kernel and a cokernel which are isomorphic. In particular, this means
that we can describe the Drazin inverse of x in terms of the splitting of the complement
of the induced idempotent.
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6.18. Theorem. In an additive category X, x ∶ A //A is Drazin complement-split if and
only if there is a k ∈ N such that xk+1 has a kernel and cokernel:

ker(xk+1) // κ // A
xk+1

//

0
// A

λ // // coker(xk+1)

such that κλ is an isomorphism and xk+1 ∶ (A, ecλ,κ) // (A, ecλ,κ) is an isomorphism in
Split(X), where ecλ,κ is the complement of the idempotent eλ,κ = λ(κλ)−1κ.
Proof. For (⇒), suppose that x is Drazin complement-split where ecx splits via r

c ∶ A //K
and sc ∶K //A. Let ind(x) = k. We first show that sc ∶K //A is the kernel of xk+1 and
that rc ∶ A //K is the cokernel of xk+2. Starting with the kernel, we first compute using
Lemma 2.3.(i) that:

xk+1ecx = xk+1(1A − ex) = xk+2 − xk+1ex = xk+1 − xk+1xxD = xk+1 − xk+1+1xD = xk+1 − xk+1 = 0

So xk+1ecx = 0. Since ecxr
c = sc, post-composing both since by rc gives us that xk+1sc = 0.

Now suppose that we had a map f ∶ B // A such that fxk+1 = 0 as well. Now observe
that using idempotency and [D.3], we have that:

fex = f(ex)k+1 = f(xxD)k+1 = fxk+2(xD)k+1 = 0(xD)k+1 = 0

Since fex = 0, it follows that fecx = f . Then define f ♯ ∶ B //K as f ♯∶= frc. Since rcsc = ecx,
it follows that f ♯sc = f . Since sc is monic (since scrc = 1K), it follows that f ♯ must be
unique. So we conclude that sc ∶ K // A is the kernel of xk+1 as desired. By similar
arguments, one can also show that rc ∶ A //K is the cokernel of xk+1. Now setting κ = sc
and λ = rc, trivially κλ = 1K is an isomorphism. Moreover:

eλ,κ = λ(κλ)−1κ = λκ = rcsc = ecx

So eλ,κ = ecx and ecλ,κ = ex. Now as was shown in the proof of Theorem 5.19, we have that
xk+1 ∶ (A, ex) // (A, ex) is an isomorphism in the idempotent splitting, or in other words,
xk+1 ∶ (A, ecλ,κ) // (A, ecλ,κ) is an isomorphism in Split(X) as desired.

For (⇐), By Theorem 5.19, since xk+1 ∶ (A, ecλ,κ) // (A, ecλ,κ) is an isomorphism in
Split(X), we get that x is Drazin. So it remains to explain why its induced idempotent
is complement-split. Recall that in the proof of Theorem 5.19, we had showed that the
Drazin inverse of x is xD∶= vxk = xkv, where v ∶ (A, ecλ,κ) // (A, ecλ,κ) is the inverse of
xk+1 ∶ (A, ecλ,κ) // (A, ecλ,κ) in Split(X). So its induced idempotent is ex = xk+1v. However
xk+1v = 1(A,ec

λ,κ
) = ecλ,κ. So ex = ecλ,κ and thus ecx = eλ,κ. However, clearly ecx = eλ,κ splits

via λ ∶ A // coker(xk+1) and (κλ)−1κ ∶ coker(xk+1) //A. So we conclude that x is Drazin
complement-split.
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In [27, Thm 2], rather than asking that xk+1 is an isomorphism in the idempotent
splitting, Robinson and Puystjens ask that xk+1+eλ,κ be an actual isomorphism. However,
the following lemma shows that these statements are equivalent.

6.19. Lemma. In an additive category X, f ∶ (A, e) // (A, e) is an isomorphism in
Split(X) if and only if f + ec is an isomorphism in X.
Proof. Assume that f ∶ (A, e) // (A, e) is a map in Split(X), which recall means that
ef = f = fe. So for (⇒), suppose that f ∶ (A, e) // (A, e) is an isomorphism in Split(X)
with inverse g ∶ (A, e) // (A, e). Recall that this means that: eg = g = ge and also that
fg = e = gf . Now note that this implies that fec = 0 = fec and gec = 0 = ecg. Then define
(f + ec)−1∶= g + ec. So we compute that:

(f + ec)(f + ec)−1 = (f + ec)(g + ec) = fg + fec + ecg + ecec = e + 0 + 0 + ec = e + ec = 1A
(f + ec)−1(f + ec) = (g + ec)(f + ec) = gf + gec + ecf + ecec = e + 0 + 0 + ec = e + ec = 1A

So f + ec is an isomorphism.
For (⇐), suppose that f + ec is an isomorphism. Our goal is to find the inverse of

f ∶ (A, e) // (A, e) in Split(X). So consider the map e(f + ec)−1)e. We clearly have that
e(f + ec)−1e ∶ (A, e) // (A, e) is a map in Split(X), so it remains to show that it is the
inverse of f ∶ (A, e) // (A, e). So we compute:

fe(f + ec)−1)e = ef(f + ec)−1)e = (ef + 0)(f + ec)−1)e
= (ef + eec)(f + ec)−1)e = e(f + ec)(f + ec)−1)e = ee = e

So fe(f + ec)−1)e = e, and similarly we can show that e(f + ec)−1)ef = e as well.
The reader may notice that in the statement of the lemma, we started with a map in

the idempotent splitting, while in [27, Thm 2] this is not stated. However, this is not an
issue. Indeed, if xk+1 has a kernel and cokernel as above, such that κλ is an isomorphism,
then we can compute that:

xk+1ecλ,κ = xk+1(1A − λ(κλ)−1κ) = xk+1 − xk+1λ(κλ)−1κ = xk+1 − 0 = xk+1

So xk+1ecλ,κ = xk+1 and similarly xk+1ecλ,κ = xk+1. So xk+1 ∶ (A, ecλ,κ) // (A, ecλ,κ) is a map in
the idempotent splitting. Then under the other conditions of the above theorem or [27,
Thm 2], by applying the above lemma, the statement that xk+1 ∶ (A, ecλ,κ) // (A, ecλ,κ) is
an isomorphism is equivalent to saying that xk+1+eλ,κ is an isomorphism. Finally, we also
recapture the formula for the Drazin inverse in [27, Thm 2] in terms of the complement
of the induced idempotent (recalling that we showed that eλ,κ = ecx and ecλ,κ = ex):
6.20. Corollary. In an additive category X, if x ∶ A //A is Drazin complement-split
and ind(x) = k, then xD = xk(xk+1 + ecx)−1 = (xk+1 + ecx)−1xk.
Proof. As shown in the proof of Theorem 5.19, xk+1 ∶ (A, ex) // (A, ex) is an iso-
morphism in Split(X). In the same proof, we also showed that xD = vxk = xkv, where
v ∶ (A, ex) // (A, ex) is the inverse of xk+1 ∶ (A, ex) // (A, ex) in Split(X). However,
by Lemma 6.19, we have that xk+1 + ecx is an isomorphism and that v = ex(xk+1 + ecx)ex.
Therefore, we get that xD = xk(xk+1 + ecx)−1 = (xk+1 + ecx)−1xk as desired.
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6.21. Fitting Decomposition. In Section 2.8, we reviewed how to compute the Drazin
inverse of a matrix, we first decomposed that matrix as a block diagonal matrix, involving
an invertible matrix and a nilpotent matrix, conjugated by another invertible matrix. This
approach generalizes to finite-dimensional vector spaces thanks to Fitting’s Decompo-
sition Theorem [20, Lemma 2.4]. Here, we generalize this decomposition to additive
categories with finite biproducts, and call it a Fitting decomposition. Moreover, we show
that having a Fitting decomposition is equivalent to being both Drazin split and Drazin
complement-split, which we call being Drazin decomposable.

6.22. Definition. In an additive category X, x ∶ A //A is Drazin decomposable if
x is both Drazin split and Drazin complement-split.

We now work in an additive category with finite biproducts: we denote the biproduct
by ⊕. To help understand Fitting decompositions, it will be useful to recall the matrix
representation for maps between biproducts. A map of type F ∶ A1⊕⋯⊕An

//B1⊕⋯⊕Bm

is uniquely determined by a family of maps fi,j ∶ Ai
//Bj. As such, F can be represented

as an n ×m matrix:

F ∶=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

f1,1 f1,2 ⋯ f1,m
f2,1 f2,2 ⋯ f2,m
⋮ ⋮ ⋱ ⋮

fn,1 fn,2 ⋯ fn,m

⎤⎥⎥⎥⎥⎥⎥⎥⎦
Moreover, composition corresponds to matrix multiplication, and identities correspond
to the identity matrix. See [17, Sec 2.2.4] for details of the matrix representation of
biproducts.

We now define a Fitting decomposition of an endomorphism by turning [6, Thm 7.2.1]
into a definition:

6.23. Definition. In an additive category X with finite biproducts, a Fitting decom-
position of x ∶ A //A is a triple (p,α, η) consisting of an isomorphism p ∶ A // I ⊕K,
an isomorphism α ∶ I // I, and a nilpotent endomorphism η ∶ K // K such that the
following equality holds:

x = p [α 0
0 η
]p−1

6.24. Theorem. In an additive category X with finite biproducts, x ∶ A //A is Drazin
decomposable if and only if x has a Fitting decomposition.

Proof. For (⇒), suppose that x is Drazin decomposable, where ex splits via r ∶ A // I
and s ∶ I // A, and ecx splits via rc ∶ A // K and sc ∶ K // A. We first show that
p = [r rc] ∶ A // I ⊕K is an isomorphism. So define p−1 ∶ I ⊕K //A as follows:

p−1 = [ s
sc
]
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Now using that ex = rs and ecx = rcsc, we first compute that:

pp−1 = [r rc] [ s
sc
] = rs + rcsc = ex + ecx = ex + 1A − ex = 1A

On the other hand, since eec = 0 = ece, it follows that src = 0 and scr = 0. So by using
that sr = 1I and scrc = 1K , we compute that:

p−1p = [ s
sc
] [r rc] = [ sr src

scr scrc
] = [1I 0

0 1K
] = 1I⊕K

So p is indeed an isomorphism. Now define α ∶ I // I and η ∶ K // K as α = sxr
and η = scnxrc respectively, where recall that nx is the nilpotent of the core-nilpotent
decomposition of x. In the proof of Lemma 5.9 we have already shown that α is an
isomorphism as well. On the other hand if ind(x) = k, then in the proof of Theorem 6.14
we showed that nx was indeed nilpotent and that nk+1

x = 0. Moreover, recall that in the
proof of Theorem 6.14 we also showed that xD = cDx and nxcDx = 0. So it follows that
exnx = 0 and similarly we also have nxex = 0. Therefore, we get that ecxnx = nx = nxecx.
Then using this and ecx = rcsc, we compute that:

ηk+1 = scnxr
cscnxr

c⋯scnxr
c = scnxe

c
xnx⋯ecnxr

c = scnk+1
x rc = sc0rc = 0

So η is nilpotent as desired. Now recall that by Lemma 5.9, it follows that rαs = xex =
xxDx. In other words, rαs = cx. On the other hand, from ecxnx = nx = nxecx, it also follows
that rcηsc = nx. Therefore, by the core-nilpotent decomposition, we finally compute that

p [α 0
0 η
]p−1 = [r rc] [α 0

0 η
] [ s
sc
] = [rα rcη] [ s

sc
] = rαs + rcηsc = cx + nx = x

and conclude that that (p,α, η) is a Fitting’s decomposition of x as desired.
For (⇐), we first show that x is Drazin by showing that xD satisfies the three Drazin

inverse axioms.

[D.1] First note that for all m ∈ N, we have that:

xm = p [α
m 0
0 ηm

]p−1

Now let k be the smallest natural number such that ηk+1 = 0. Then we compute:

xk+1+1xD = p [α
k+1+1 0
0 ηk+1+1

]p−1p [α
−1 0
0 0

]p−1 = p [α
k+1α 0
0 0

] [α
−1 0
0 0

]p−1

= p [α
k+1αα−1 0

0 0
]p−1 = p [α

k+1 0
0 ηk+1

]p−1 = xk+1
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[D.2] We easily compute that:

xDxxD = p [α
−1 0
0 0

]p−1p [α 0
0 η
]p−1p [α

−1 0
0 0

]p−1

= p [α
−1 0
0 0

] [α 0
0 η
] [α

−1 0
0 0

]p−1 = p [α
−1αα−1 0
0 0η0

]p−1 = p [α
−1 0
0 0

]p−1 = xD

[D.3] We easily compute that:

xxD = p [α 0
0 η
]p−1p [α

−1 0
0 0

]p−1 = p [α 0
0 η
] [α

−1 0
0 0

]p−1 = p [α
−1α 0
0 η0

]p−1

= p [αα
−1 0
0 0η

]p−1 = p [α
−1 0
0 0

] [α 0
0 η
]p−1 = p [α

−1 0
0 0

]p−1p [α 0
0 η
]p−1 = xDx

So x is Drazin. Next, we compute its induced idempotent:

ex = xxD = p [
1I 0
0 0

]p−1 = [r rc] [1I 0
0 0

] [ s
sc
] = [r 0] [ s

sc
] = rs

So ex = rs. We compute its complement to be:

ecx = 1A − ex = pp−1 = [r rc] [ s
sc
] − ex = rs + rcsc − ex = ex + rcsc − ex = rcsc

So ecx = rcsc. Now note that we also have that:

[1I 0
0 1K

] = 1I⊕K = p−1p = [
s
sc
] [r rc] = [ sr src

scr scrc
]

In particular, this gives us that sr = 1I and scrc = 1K . So both ex and ecx split, and we
conclude that x is Drazin decomposable as desired.

6.25. Corollary. In an additive category X with finite biproducts, if x ∶ A //A has a
Fitting decomposition (p,α, η), and is therefore Drazin, then the core and nilpotent-part
of x are determined by:

cx∶= p [
α 0
0 0
]p−1 nx∶= p [

0 0
0 η
]p−1

Proof. We compute:

cx = xxDx = p [
α 0
0 η
]p−1p [α

−1 0
0 0

]p−1p [α 0
0 η
]p−1 = p [α 0

0 η
] [α

−1 0
0 0

] [α 0
0 η
]p−1

= p [αα
−1α 0
0 η0η

]p−1 = p [α 0
0 0
]p−1

So the desired equality holds. By the definition of nx, the other equality holds as well.
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Theorem 6.24 also implies that if an additive category with finite biproducts is also
idempotent complete, then an endomorphism is Drazin if and only if it has a Fitting
decomposition. Therefore:

6.26. Corollary. An additive category X with finite biproducts is Drazin complete if
and only if every endomorphism has a Fitting decomposition.

6.27. Image-Kernel Decomposition. In Section 2.9, we mentioned that for a ring R
and an R-module M , an R-linear endomorphism f ∶ M //M was Drazin if and only if
f had a “Fitting decomposition” in the sense that M = im(fk) ⊕ ker(fk) for some k ≥ 1
[30, Lemma 2.1.(4)]. We generalize this sort of decomposition in an Abelian category and
show that it is indeed equivalent to being Drazin. In an Abelian category X, denote the
kernel and image of an endomorphism x ∶ A //A, as follows:

ker(x) // κ //

0

''
A

x //

ϵ
'' ''

A

im(x)
77

ι

77

where recall that κ and ι are monic, and ϵ is epic. Now define ψ as the canonical map:

ψ = [ ι
κ
] ∶ im(x)⊕ ker(x) //A

6.28. Definition. In an Abelian category X, a map x ∶ A //A has an image-kernel
decomposition in case the map ψ as defined above is an isomorphism.

6.29. Theorem. In an Abelian category X, x ∶ A //A is Drazin if and only if there is
some k ∈ N such that xk+1 has an image-kernel decomposition.

Proof. For (⇒), suppose that x is Drazin with ind(x) = k. Our objective is to show that
ψ ∶ im(xk+1) ⊕ ker(xk+1) // A is an isomorphism. To construct its inverse, we need to
first construct maps A // im(xk+1) and A // ker(xk+1). First note that by idempotency
and [D.3], we get that ex = ek+1x = (xD)k+1xk+1. So by using the universal property of
the image, there is a monic map im(ex) // im(xk+1), which then allows us to build a
map ϕ1 ∶ A // im(xk+1) such that ϕ1ι = ex. On the other hand, recall that in the proof
of Theorem 5.19, we showed that exxk+1 = xk+1. Then it follows that ecxx

k+1 = 0. So by
the universal property of the kernel, let ϕ2 ∶ A // ker(xk+1) be the unique map such that
ϕ2κ○xk+1 = ecx. Then define ϕ as:

ϕ = [ϕ1 ϕ2] ∶ A // im(xk+1)⊕ ker(xk+1)
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So we first compute that:

ϕψ = [ϕ1 ϕ2] [
ι
κ
] = ϕ1ι + ϕ2κ = ex + ecx = 1A

To prove that ϕψ is the identity, we must work out what ιϕ1, ιϕ2, κϕ1, and κϕ2 are.
First, recall again in the proof of Theorem 5.19, we showed that xk+1ex = xk+1, which also
implies that xk+1ecx = 0. So we first compute that:

ϵιϕ1ι = xk+1ex = xk+1 = ϵι

ϵιϕ2κ = xk+1ecx = 0 = ϵ0ι
Since ϵ is epic and ι is monic, it follows that ιϕ1 = 1im(xk+1) and ιϕ2 = 0. Next, using
idempotency and [D.3], ex = xk+1(xD)k+1, then we have that κex = 0. So we compute:

κϕ1ι = κex = 0 = 0ι

κϕ2κ = κecx = κ(1A − ex) = κ − κex = κ − 0 = κ
Since ι and κ are monic, it follows that κϕ1 = 0 and κϕ2 = 1ker(xk+1). So finally we get that:

ψϕ = [ ι
κ
] [ϕ1 ϕ2] = [ιϕ1 ιϕ2κϕ1 κϕ2] = [

1im(xk+1) 0
0 1ker(xk+1)

] = 1im(xk+1)⊕ker(xk+1)

So we conclude that ψ ∶ im(xk+1)⊕ ker(xk+1) //A is an isomorphism.
For (⇐), suppose that ψ ∶ im(xk+1) ⊕ ker(xk+1) // A is an isomorphism. To show

that x is Drazin, we will show that ψ is part of a Fitting decomposition of x. So let ϕ1 ∶
A //im(xk+1) and ϕ2 ∶ A //ker(xk+1) be the components of ψ−1 ∶ A //im(xk+1)⊕ker(xk+1).
Then from ψψ−1 = 1im(xk+1)⊕ker(xk+1) and ψ

−1ψ = 1A, we get the following equalities:

ιϕ1 = 1im(xk+1) ιϕ2 = 0 κϕ1 = 0 κϕ2 = 1ker(xk+1) ϕ1ι + ϕ2κ = 1A

Now for the isomorphism part of our decomposition, define α ∶ im(xk+1) // im(xk+1) to be
the composite α∶= ιxϕ1. To show that α is an isomorphism, we will use the fact that in
an Abelian category, a map is an isomorphism if and only if it is monic and epic. To show
that α is monic and epic, we will need to first compute some useful identities. To start
with, ϵι = xk+1 and ιϕ1 = 1im(xk+1) together imply that xk+1ϕ1 = ϵ. Moreover, from ϵι = xk+1
and κxk+1 = 0, since ι is monic, it follows that κϵ = 0. From this and ϕ1ι + ϕ2κ = 1A we
also get that ϕ1ιϵ = ϵ. On the other hand, we also get:

xϵ = xxk+1ϕ1 = xk+1xϕ1 = ϵιxϕ1 = ϵα

So, from xϵ = ϵα, we have:

ϵαι = xϵι = xxk+1 = xk+1x = ϵιx
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Then since ϵ is epic, we get that αι = ιx, which also tells us that ιxn = αnι for all n ∈ N.
Then from ιϕ1 = 1im(xk+1), we get that αn = ιxnϕ1.

Now since we are in an Abelian category, to show that α is monic, it suffices to show
that if fα = 0 then f = 0. So suppose that fα = 0. Then we have that:

fιxk+1 = fιxxk = fαιxk = 0ιxk = 0

Since fιxk+1 = 0, by the universal property of the kernel, there exists a unique h such
that fι = hκ. Post-composing both sides by ϕ2, since κϕ2 = 1ker(xk+1) and ιϕ2 = 0, we get
that h = 0 and so fι = 0. However, ι is monic, therefore f = 0 as desired. So α is monic.
Dually, since we are in an Abelian category, to show that α is epic, it suffices to show
that if αg = 0 then g = 0. So suppose that αg = 0. Then

ϵg = ϕ1ιϵg = ϕ1ιx
k+1ϕ1g = ϕ1ια

k+1g = ϕ1ια
kαg = ϕ1ια

k0 = 0

Since ϵ is epic, it follows that g = 0, as desired. So α is epic. Therefore, we conclude that
α is an isomorphism.

For the nilpotent part of the decomposition, note that since κxk+1 = 0, we also have
that κxxk+1 = 0. Therefore, by the universal property of the kernel, there exists a unique
map η ∶ ker(xk+1) // ker(xk+1) such that ηκ = κx. However, since κϕ2 = 1ker(xk+1), we get
that η = κxϕ2. Moreover, we compute that:

κx = κx (ϕ1ι + ϕ2κ) = κxϕ1ι + κxϕ2κ = ηκϕ1ι + κxϕ2κ = 0 + κxϕ2κ = κxϕ2κ

Since κx = κxϕ2κ, we can prove by induction that ηm = κxmϕ2. The base case m = 0
follows from κϕ2 = 1ker(xk+1). So suppose that for all 0 ≤ j ≤ n, ηn = κxnϕ2.

ηn+1 = ηηn = ηκxnϕ2 = κxϕ2κx
nϕ2 = κxxnϕ2 = κxn+1ϕ2

So we do have that ηm = κxmϕ2 for all m ∈ N. Now for m = k + 1, we get that:

ηk+1 = κxk+1ϕ2 = 0ϕ2 = 0

So η is nilpotent as desired.
Lastly, we finally compute that:

ψ−1 [α 0
0 η
]ψ = [ϕ1 ϕ2] [

α 0
0 η
] [ ι
κ
] = [ϕ1α ϕ2η] [

ι
κ
]

= ϕ1αι + ϕ2ηκ = ϕ1ιx + ϕ2κx = (ϕ1ι + ϕ2κ)x = x

So we conclude that (ψ−1, α, η) is a Fitting’s decomposition of x. So by Theorem 6.24,
we get that x is Drazin.
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7. Drazin Inverses of Opposing Pairs of Maps

Arriving with categorical eyes to the subject of Drazin inverses it is natural to want to
have a Drazin inverse of an arbitrary map. However, to have a Drazin inverse of a map
f ∶ A //B, one really needs an opposing map g ∶ B //A to allow for the iteration which
is at the heart of the notion of a Drazin inverse. The Drazin inverse of an opposing pair,
(f, g), is itself an opposing pair whose properties we develop in this section. Throughout
this section we work in an arbitrary category X.

7.1. The Drazin inverse of an opposing pair. We denote a pair of maps of dual
type f ∶ A //B and g ∶ B //A by (f, g) ∶ A // Boo and refer to it as an opposing pair.

7.2. Definition. A Drazin inverse of (f, g) ∶ A // Boo is an opposing pair of dual

type (f
D
g , g

D
f ) ∶ B // Aoo satisfying the following properties:

[DV.1] There is a k ∈ N such that (fg)kff
D
g = (fg)k and (gf)kgg

D
f = (gf)k.

[DV.2] f
D
g ff

D
g = f

D
g and g

D
f gg

D
f = g

D
f ;

[DV.3] ff
D
g = g

D
f g and f

D
g f = gg

D
f .

The map f
D
g ∶ B //A is called the Drazin inverse of f over g, while the map g

D
f ∶ A //B

is called the Drazin inverse of g over f . The Drazin index of (f, g) is the smallest k ∈ N
such that [DV.1] holds, which we denote by ind(f, g) = k.

There is a slight redundancy in the above definition in that, thanks to [DV.3], we do
not need to assume both equalities for [DV.1].

7.3. Lemma. In a category X, if for (f, g) ∶ A // Boo there is a (f
D
g , g

D
f ) ∶ B // Aoo

which satisfies [DV.3], then the following are equivalent:

(i) [DV.1] holds;

(ii) There is a p ∈ N such that (fg)pff
D
g = (fg)p;

(iii) There is a q ∈ N such that (gf)qgg
D
g = (gf)q.

Proof. We prove that (i)⇒ (ii)⇒ (iii)⇒ (i). Clearly, we already have that (i)⇒ (ii).
For (ii) ⇒ (iii), suppose that there is a p ∈ N such that (fg)pff

D
g = (fg)p. Then using

[DV.3] and that (gf)p+1 = g(fg)pf , we compute:

(gf)p+1gg
D
g = g(fg)pfgg

D
f = g(fg)pff

D
g f = g(fg)pf = (gf)p+1
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So (iii) holds. For (iii)⇒ (i), suppose that there is a q ∈ N such that (gf)qgg
D
g = (gf)q.

Now that we also have that (gf)q+1gg
D
g = (gf)q+1. On the other hand, using [DV.3] and

that (fg)q+1 = f(gf)qg, we compute:

(fg)q+1ff
D
g = f(gf)qgff

D
g = f(gf)qgg

D
f g = f(gf)qg = (gf)q+1

So [DV.1] holds. So we conclude that (i)⇔ (ii)⇔ (iii) as desired.
Drazin inverses of opposing pairs share many of the same properties as Drazin inverses

of endomorphisms, such as the fact that they are unique (if they exist) and also absolute.
Before establishing these properties, we will show how Drazin inverses of opposing pairs
are linked to Drazin inverses of endomorphisms.

7.4. Drazin Opposing Pairs. From an opposing pair (f, g) ∶ A // Boo , we get two

endomorphisms fg ∶ A //A and gf ∶ B //B. Our objective is to show that (f, g) has
a Drazin inverse if and only if the composites fg and gf both have Drazin inverses. To
do so, we first show that, surprisingly, if one of these composites is Drazin, then so is the
other one: this is sometimes known as the Cline’s formula [9].

7.5. Lemma. For an opposing pair (f, g) ∶ A // Boo , fg ∶ A //A is Drazin if and only
if gf ∶ B //B is Drazin.

Proof. For (⇒), Suppose that fg is Drazin. We show that (gf)D∶= g(fg)D(fg)Df
satisfies the three axioms of a Drazin inverse.

[D.1] Suppose that ind(fg) = k. Then using Lemma 2.3.(ii) for fg, we compute:

(gf)k+2(gf)D = g(fg)k+1f(gf)D = g(fg)k+1fg(fg)D(fg)Df
= g(fg)k+2((fg)D)2f = g(fg)kf = (gf)k+1

[D.2] Using [D.2] and [D.3] for fg, we compute that:

(gf)Dgf(gf)D = g(fg)D(fg)Dfgfg(fg)D(fg)Df =
g(fg)Dfg(fg)D(fg)Dfg(fg)Df = g(fg)D(fg)Df = (gf)D

[D.3] Using [D.3] for fg, we compute that:

(gf)Dgf = g(fg)D(fg)Dfgf = g(fg)Dfg(fg)Df = gfg(fg)D(fg)Df = gf(gf)D

So we conclude that gf is Drazin.
For (⇐), suppose that gf is Drazin. By similar calculations as above, we can show

that (fg)D∶= f(gf)D(gf)Dg satisfies the three axioms of a Drazin inverse. So we conclude
that fg is Drazin.
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This suggests the following definition:

7.6. Definition. A Drazin opposing pair is an opposing pair (f, g) ∶ A // Boo such

that either fg or gf is Drazin (so, by Lemma 7.5, both are Drazin).

Below we will show that being a Drazin opposing pair is equivalent to having a Drazin
inverse for the pair. In order to prove this, it will be useful to establish the following
identities for Drazin opposing pairs:

7.7. Lemma. If (f, g) ∶ A // Boo is a Drazin opposing pair, then we have that (fg)Df =
f(gf)D and (gf)Dg = g(fg)D.
Proof. Suppose that (f, g) is a Drazin opposing pair. Then by Lemma 7.5 we have that
(gf)D = g(fg)D(fg)Df and (fg)D = f(gf)D(gf)Dg. Then using [D.2] and [D.3] for gf ,
we compute that:

(fg)Df = f(gf)D(gf)Dgf = f(gf)Dgf(gf)D = f(gf)D

So (fg)Df = f(gf)D. Similarly, we can also show that (gf)Dg = g(fg)D.

7.8. Theorem. (f, g) ∶ A // Boo has a Drazin inverse if and only if (f, g) is a Drazin
opposing pair.

Proof. For (⇒), suppose that (f, g) has a Drazin inverse (f
D
g , g

D
f ) with ind(f, g) = k.

We first show that (fg)D∶= g
D
f f

D
g satisfies the three axioms of a Drazin inverse.

[D.1] Note that (fg)k+1 = f(gf)kg and also that f(gf)k = (fg)kf . Then using [DV.1],
we compute that:

(fg)k+1(fg)D=f(gf)kg(fg)D=f(gf)kgg
D
f f

D
g = f(gf)kf

D
g = (fg)kff

D
g =(fg)k

[D.2] Using [DV.2] and [DV.3], we compute that:

(fg)Dfg(fg)D=g
D
f f

D
g fgg

D
f f

D
g = g

D
f gg

D
f gg

D
f f

D
g = g

D
f gg

D
f f

D
g = g

D
f f

D
g = (fg)D

[D.3] Using [D.3] for fg, we compute that:

(fg)Dfg=g
D
f f

D
g fg = g

D
f gg

D
f g = g

D
f g = ff

D
g = ff

D
g ff

D
g = fgg

D
f f

D
g = fg(fg)D

So we conclude that fg is Drazin with ind(fg) ≤ ind(f, g). Then by Lemma 7.5, we also
get that gf is Drazin, and it is easy to check that ind(gf) ≤ ind(f, g) as well. Now using
the formula from Lemma 7.5, we can also check using [DV.2] and [DV.3] that:

(gf)D = g(fg)D(fg)Df = gg
D
f f

D
g g

D
f gg

D
f = f

D
g g

D
f

So we conclude that (f, g) is a Drazin opposing pair.
For (⇐), Suppose that (f, g) is a Drazin opposing pair. Note by Lemma 7.7 that

setting f
D
g ∶= g(fg)D = (gf)Dg and g

D
f ∶= f(gf)D = (fg)Df is well-defined. So now we

must show that (f
D
g , g

D
f ) satisfies the three axioms of a Drazin inverse. We start with

the third one:
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[DV.3] Using [D.3] for fg, we compute that:

ff
D
g = fg(fg)D = (fg)Dfg = g

D
f g

So ff
D
g = g

D
f g, and similarly we can show that f

D
g f = gg

D
f .

[DV.1] Let k = max(ind(fg), ind(gf)). Then by Lemma 2.3.(i) for fg, we compute that:

(fg)kff
D
g = (fg)kfg(fg)D = (fg)k+1(fg)D = (fg)k

As such, since [DV.3] holds, by Lemma 7.3 we then get that [DV.1] holds.

[DV.2] Using [D.2] for gf , we compute that:

f
D
g ff

D
g = (gf)Dgf(gf)Dg = (gf)Dg = f

D
g

So f
D
g ff

D
g = f

D
g , and similarly we can show that g

D
f gg

D
f = g as well.

So we conclude that (f, g) has a Drazin inverse and ind(f, g)≤max(ind(fg), ind(gf)).

Therefore, from now on we will simply say that an opposing pair (f, g) ∶ A // Boo is

Drazin if (f, g) is a Drazin opposing pair or equivalently if (f, g) has a Drazin inverse.

7.9. Properties of Drazin Opposing Pairs. Now that we have related Drazin in-
verses of opposing pairs to usual Drazin inverses of endomorphisms, we can use this to
access properties of Drazin opposing pairs which are analogues for those of Drazin endo-
morphisms. We begin with the all-important property of uniqueness:

7.10. Proposition. If (f, g) ∶ A // Boo has a Drazin inverse, then it is unique.

Proof. Suppose that (f, g) has two Drazin inverses (h, k) and (p, q). By Theorem 7.8,
(f, g) is also Drazin, so fg and gf are both Drazin, and we may use (h, k) and (p, q)
to build their Drazin inverses. Since Drazin inverses are unique, we must have that
qp = (fg)D = kh and pq = (gf)D = hk. Now using [DV.2] and [DV.3], we compute:

k = kgk = khf = qpf = qgq = q

So k = q, and similarly we can also show that h = p. So we conclude that Drazin inverses
of opposing pairs are unique.
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This allows us to talk of the Drazin inverse of (f, g) ∶ A // Boo and to write it as:

(f, g)D∶= (f
D
g , g

D
f ) ∶ B // Aoo . Moreover, this implies that the formulas of the Drazin

inverses in the proof of Theorem 7.8 are canonical, and the Drazin index of the opposing
pair is equal to the max of the Drazin indexes of the composites.

7.11. Corollary. If (f, g) ∶ A // Boo is Drazin then:

(i) (fg)D = g
D
f f

D
g and (gf)D = f

D
g g

D
f ;

(ii) f
D
g = g(fg)D = (gf)Dg and g

D
f = f(gf)D = (fg)Df

Moreover, ind(f, g) = max(ind(fg), ind(gf)).
It is also straightforward to see that if an opposing pair is Drazin, then its symmetric

pair will also be Drazin:

7.12. Lemma. (f, g) ∶ A // Boo is Drazin if and only if (g, f) ∶ B // Aoo is Drazin.

Proof. By definition, (f, g) is Drazin if and only if fg is Drazin or gf is Drazin if and
only if (g, f) is Drazin.

We can also recover the Drazin inverses of an endomorphism from the Drazin inverse
of the opposing pair consisting of the endomorphism paired with the identity.

7.13. Lemma. x ∶ A //A is Drazin if and only if (x,1A) ∶ A // Aoo is Drazin, or equiv-

alently if (1A, x) ∶ A // Aoo is Drazin.

Proof. For (⇒), Suppose that x is Drazin. Then trivially x1A = x = 1Ax is Drazin. So

(x,1A) (or equivalently (1A, x)) is Drazin. Applying Corollary 7.11, we get that x
D
1A =

1A(1Ax)D = xD and 1
D
x = x(1Ax)D = xxD. For (⇐), suppose that (x,1A) is Drazin. So

x1A = x = 1Ax is Drazin. Applying Corollary 7.11, we compute that: xD = (1Ax)D = x
D
1A 1

D
x

and xD = (x1A)D = 1
D
x x

D
1A .

Thus, we have yet another equivalent characterization of when a category is Drazin.

7.14. Corollary. A category is Drazin if and only if every opposing pair in it is Drazin.

Proof. If X is Drazin, then for an opposing pair (f, g) ∶ A // Boo , fg and gf are both

Drazin, so (f, g) is Drazin. Conversely, if every opposing pair is Drazin, then by Lemma
7.8, every endomorphism must be Drazin.
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Drazin inverses of opposing pairs are also absolute:

7.15. Proposition. Let F ∶ X //Y be a functor and let (f, g) ∶ A // Boo be Drazin in

X, then (F(f),F(g)) ∶ F(A) // F(B)oo is Drazin.

Proof. Suppose that (f, g) is Drazin, which in particular means that fg and gf are
Drazin. By Proposition 3.13, Drazin inverses are absolute, so F(fg) = F(f)F(g) and
F(gf) = F(g)F(f) are also Drazin. As such, we get that (F(f),F(g)) is Drazin. Moreover,
applying Corollary 7.11, we compute that:

F(f)
D

F(g) = F(g)F(fg)D = F(g)F((fg)D) = F(g(fg)D) = F(F(f
D
g ))

So F(f)
D

F(g) = F(f
D
g ), and similarly we can also compute that F(g)

D
F(f) = F(g

D
f ).

Much as before, the Drazin inverse of an opposing pair commutes with everything
with which the opposing pair commutes with:

7.16. Lemma. Suppose that (f, g) ∶ A // Boo and (v,w) ∶ A′ // B′oo are Drazin. Then
if the diagram on the left commutes, then the diagram on the right commutes:

A

f

��

a // A′

v

��

B

g

��

b // B′

w

��

A a
// A′

⇒

A

g
D
f

��

a // A′

w
D
v

��

B

f
D
g

��

b // B′

v
D
w

��

A a
// A′

Proof. If (f, g) and (v,w) are Drazin, we have that fg and vw are Drazin. So by Lemma
3.17, the outer square of the diagram on the left implies that (fg)Da = a(vw)D. Now by
using this and Corollary 7.11, we compute that:

g
D
f b = (fg)Dfb = (fg)Dav = a(vw)Dv = awD

v

So g
D
f b = awD

v , and similarly we can also show that f
D
g a = bvD

w . So the diagram on the
right commutes as desired.

7.17. Opposing Pairs of Isomorphisms. We now show that an opposing pair has a
Drazin index of zero precisely when it is a pair of opposing isomorphisms. The Drazin
inverse of an opposing pair of isomorphisms is the opposing pair of their inverses.

7.18. Lemma. (f, g) ∶ A // Boo is Drazin with ind(f, g) = 0 if and only if f and g are
isomorphisms.
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Proof. For (⇒), Suppose that (f, g) is Drazin with ind(f, g) = 0. Then [DV.1] tells

us that ff
D
g = 1A and gg

D
f = 1B. Now [DV.3] gives us that f

D
g f = gg

D
f = 1B and

g
D
f g = ff

D
g = 1A. So f and g are isomorphisms with f−1 = f

D
g and g

D
f = g−1.

For (⇐), Suppose that f and g are isomorphisms. Then the composites fg and gf are
also isomorphisms. By Lemma 3.6, we get that fg and gf are Drazin with ind(fg) = 0
and ind(gf) = 0. As such, (f, g) is Drazin. Applying Corollary 7.11 and Lemma 3.6, we
compute that:

f
D
g = g(fg)D = g(fg)−1 = gg−1f−1 = f−1

So f
D
g = f−1, and similarly we also get that g

D
f = g−1. Moreover, we also have that

ind(f, g) = 0.

7.19. Drazin Opposing Pairs and Idempotents. In Section 5 we saw how to equiv-
alently characterize having a Drazin inverse in terms of isomorphisms in the idempotent
completion. The objective of this section is to do the same for the Drazin inverse of
an opposing pair. We first recall from Lemma 5.2 that every Drazin endomorphism x
induces an idempotent ex = xxD = xDx. Then for a Drazin opposing pair (f, g), we get
two idempotents efg = fg(fg)D and egf = gf(gf)D = (gf)Dgf . Moreover, we can also use
the Drazin inverse to get isomorphisms between these two idempotents.

7.20. Lemma. If (f, g) ∶ A // Boo is Drazin, then:

(i) efg = ff
D
g = g

D
f g and egf = f

D
g f = gg

D
f are induced idempotents;

(ii) ff
D
g f ∶ (A, efg) // (B, egf) is an isomorphism in Split(X) whose inverse is given by

f
D
g ∶ (B, egf) // (A, efg);

(iii) gg
D
f g ∶ (B, egf) // (A, efg) is an isomorphism in Split(X) whose inverse is given by

g
D
f ∶ (A, egf) // (B, efg).

Proof.

(i) Recall from Corollary 7.11 that f
D
g = g(fg)D = (gf)Dg and g

D
f = f(gf)D = (fg)Df .

Then combining these with the definition of the induced idempotents, we immedi-

ately get that efg = ff
D
g = g

D
f g and egf = f

D
g f = gg

D
f as desired.

(ii) We must first show that ff
D
g f and f

D
g are maps in the idempotent completion.

First by using (i) and [DV.2] we compute that:

egff
D
g efg = f

D
g ff

D
g ff

D
g = f

D
g ff

D
g = f

D
g

So egff
D
g efg = f

D
g . On the other hand,

efgff
D
g fegf = ff

D
g ff

D
g ff

D
g f = ff

D
g ff

D
g f = ff

D
g f
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So efgff
D
g fegf = ff

D
g f as well. As such, we get ff

D
g f ∶ (A, efg) // (B, egf) and

f
D
g ∶ (B, egf) // (A, efg) are indeed maps in Split(X). Now we must show that they

are inverses of each other in Split(X). However, using (i) again, we easily see that:

ff
D
g ff

D
g = efgefg = efg = 1(A,efg) f

D
g ff

D
g f = egfegf = egf = 1(B,egf )

So we conclude that ff
D
g f ∶ (A, efg) // (B, egf) is an isomorphism in Split(X) with

inverse f
D
g ∶ (B, egf) // (A, efg), as desired.

(iii) This is shown by similar argument.

We now prove the analogue of Theorem 5.19 for Drazin inverses of opposing pairs:

7.21. Theorem. In a category X, (f, g) ∶ A // Boo is Drazin if and only if there are
idempotents eA ∶ A // A and eB ∶ B // B, and a k ∈ N, such that both of the maps
(fg)kf ∶ (A, eA) //(B, eB) and (gf)kg ∶ (B, eB) //(A, eA) are isomorphisms8 in Split(X).
Proof. For (⇒), suppose that (f, g) is Drazin. So fg and gf are Drazin. As our
idempotents, we take the induced ones efg ∶ A //A and egf ∶ B //B. Now we first note
that by Lemma 2.3.(i) and using the same arguments as in the first half of the proof of
Theorem 5.19, we have that for a x ∶ A // A which is Drazin, for all ind(x) ≤ j that
xj+1 ∶ (A, ex) // (A, ex) is an isomorphism in Split(X). So let k = max (ind(fg), ind(gf)).
Then we get that (fg)k+1 ∶ (A, efg) // (A, efg) and (gf)k+1 ∶ (A, egf) // (A, egf) are
isomorphisms. Now by Lemma 7.20, we also have that f

D
g ∶ (B, egf) // (A, efg) and g

D
f ∶

(A, egf) //(B, efg) are isomorphisms. So the composites, (fg)k+1g
D
f ∶ (A, egf) //(B, efg)

and (gf)k+1f
D
g ∶ (A, egf) // (A, egf) are also isomorphisms. However, applying Corollary

7.11 and Lemma 2.3.(i), we get that:

(fg)k+1g
D
f = (fg)k+1(fg)Df = (fg)kf

So (fg)k+1g
D
f = (fg)kf , and similarly we can also show that (gf)k+1f

D
g = (gf)kg. So we

conclude that (fg)kf ∶ (A, eA) // (B, eB) and (gf)kg ∶ (B, eB) // (A, eA) are isomor-
phisms in Split(X) as desired.

For (⇐), suppose for some eA ∶ A // A and eB ∶ B // B, and a k ∈ N, that both
(fg)kf ∶ (A, eA) //(B, eB) and (gf)kg ∶ (B, eB) //(A, eA) are isomorphisms in Split(X),
with respective inverses v ∶ (B, eB) // (A, eA) and u ∶ (A, eA) // (B, eB). Explicitly this
means we have the following identities:

(fg)kfeB = (fg)kf = eA(fg)kf eB(gf)kg = (gf)kg = (gf)kgeA
8It is important to note that this statement does not say that (fg)kf and (gf)kg are inverses in

Split(X)



510 R. COCKETT, J-S LEMAY, P. SRINIVASAN

veA = v = eBv eAu = u = ueB
(fg)kfv = eA = u(gf)kg v(fg)kf = eB = (gf)kgu

We will now prove that fg is Drazin. To do so, we will first show that (fg)k+1 is an
isomorphism in the idempotent splitting. Using the above identity, we first compute:

eA(fg)k+1 = eA(fg)kfg = (fg)kfg = (fg)k+1

(fg)k+1eA = f(gf)kgeA = f(gf)kg = (fg)k+1

So we get that (fg)k+1 ∶ (A, eA) // (A, eA) is indeed a map in Split(X). On the other
hand, since u ∶ (A, eA) // (B, eB) and v ∶ (B, eB) // (A, eA) are maps in Split(X), it
follows that u(gf)kv ∶ (A, eA) // (A, eA) is also a map Split(X). To show that this map
is the inverse of (fg)k+1, we first need to do some calculations:

(gf)kv = (gf)keBv = (gf)k(gf)kguv = (gf)kg(fg)kuv = eB(gf)kg(fg)kuv
= eB(gf)k(gf)kguv = eB(gf)keBv = eB(gf)kv

So (gf)kv = eB(gf)kv, and similarly we can also show that u(gf)k = u(gf)keA. With
these identities in hand, we can observe that:

(fg)k+1u(gf)kv = f(gf)kgu(gf)kv = feB(gf)kv = f(gf)kv = (fg)kfv = eA = 1(A,eA)

u(gf)kv(fg)k+1 = u(gf)kv(fg)kfg = u(gf)keAg = u(gf)kg = eA = 1(A,eA)

So we get that (fg)k+1 ∶ (A, eA) // (A, eA) is an isomorphism in Split(X). Then by
Theorem 5.19, fg is Drazin. Therefore we conclude that (f, g) is Drazin.
7.22. Drazin Opposing Pairs and Binary Idempotents. Recall from Section 5.4
that a binary idempotent is, using the terminology from this section, an opposing pair
(f, g) ∶ A // Boo such that fgf = f and gfg = g, and this implies that fg and gf are
idempotents. Here we explain how binary idempotents are linked to Drazin opposing
pairs. Moreover, binary idempotents will play a key role in the rest of the sections.

We first observe that similar to an idempotent being its own Drazin inverse, a binary
idempotent regarded as an opposing pair is its own Drazin inverse.

7.23. Lemma. (f, g) ∶ A // Boo is a binary idempotent if and only if (g, f) is its Drazin
inverse, so (f, g)D = (g, f) (so that f

D
g = g and g

D
f = f).

Proof. For (⇒), Since (f, g) is a binary idempotent, fg and gf are idempotents, and
so by Lemma 5.3, are Drazin and their own Drazin inverses. Therefore (f, g) is Drazin.
Applying Corollary 7.11, we compute:

f
D
g = g(fg)D = gfg = g

So f
D
g = g, and similarly, we can also show that g

D
f = f .

For (⇐), if (f, g) is Drazin with itself as a Drazin inverse, then [DV.2] gives us that
gfg = g and fgf = f . Thus, (f, g) is a binary idempotent.
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On the other hand, from any Drazin opposing pair we get two binary idempotents.

7.24. Proposition. If (f, g) ∶ A // Boo is Drazin then:

(i) (f, g)D∶= (f
D
g , g

D
f ) is Drazin with the Drazin inverse (f, g)DD∶= (ff

D
g f, gg

D
f g) and

ind((f, g)D) ≤ 1;

(ii) (f, g)DD∶= (ff
D
g f, gg

D
f g) is Drazin with the Drazin inverse (f, g)D;

(iii) (ff
D
g f, f

D
g ) and (gg

D
f g, g

D
f ) are binary idempotents.

Proof. (i) Recall from Corollary 7.11 we have that g
D
f f

D
g = (gf)D and f

D
g g

D
f = (fg)D.

However by Lemma 3.11.(i), a Drazin inverse is always Drazin, so g
D
f f

D
g and f

D
g g

D
f are

Drazin. As such, (f
D
g , g

D
f ) is Drazin. Now applying the formulas from Lemma 3.11.(i)

and Corollary 7.11, as well as using [DV.2] and [DV.3], we compute:

g
D
f (f

D
g g

D
f )D = g

D
f ((gf)D)D = g

D
f gf(gf)Dgf = g

D
f gff

D
g g

D
f gf

= ff
D
g ff

D
g ff

D
g f = ff

D
g ff

D
g f = ff

D
g ff

D
g f = ff

D
g f

So the Drazin inverse of f
D
g over g

D
f is ff

D
g f . Similarly, we can also compute that the

Drazin inverse of g
D
f over f

D
g is gg

D
f g.

(ii) By (i), we know that (ff
D
g f, gg

D
f g) is a Drazin inverse. So by (i) again, we get that

(ff
D
g f, gg

D
f g) has a Drazin inverse, which by [DV.2] is precisely (f

D
g , g

D
f ).

(iii) Using [DV.2], we compute that:

(ff
D
g f)f

D
g (ff

D
g f) = f(f

D
g ff

D
g )f(f

D
g ff

D
g )f = f(f

D
g ff

D
g )f = ff

D
g f

f
D
g (ff

D
g f)f

D
g = (f

D
g ff

D
g )ff

D
g = f

D
g ff

D
g = f

D
g

So (ff
D
g f, f

D
g ) is a binary idempotent. Similarly we can also show that (gg

D
f g, g

D
f ) is a

binary idempotent.

Using binary idempotents, we can also characterize when an opposing pair is the
Drazin inverse of another opposing pair. To do so, it will be first useful to observe the
following:

7.25. Lemma. (f, g) ∶ A // Boo is a Drazin inverse if and only if there is an opposing

pair of dual type (f
D
g , g

D
f ) ∶ B // Aoo which satisfy [DV.1′] ff

D
g f = f and gg

D
f g = g,

[DV.2] and [DV.3].
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Proof. For (⇒), suppose that (f, g) is the Drazin inverse of (h, k), so (f, g) = (hD
k , k

D
h ).

Then by Proposition 7.24.(i), we get that (f, g) is Drazin with Drazin inverse (f
D
g , g

D
f ) =

(hhD
k h, kk

D
h k) = (hfh, kgk). This means that [DV.2] and [DV.3] hold. For [DV.1′],

since f = hD
k and f

D
g = hhD

k h, using [DV.2] twice we compute that:

ff
D
g f = hD

k hh
D
k hh

D
k = hD

k hh
D
k = hD

k = f

So ff
D
g f = f , and similarly we can also show that gg

D
f g = g.

For (⇐), we show that (f
D
g , g

D
f ) is the Drazin inverse of (f, g). By assumption, [DV.2]

and [DV.3] hold, so it remains to show [DV.1]. Using [DV.1′] and [DV.3], we show
that [DV.1] holds for k = 1:

fgff
D
g = fgg

D
f g = fg gfgg

D
f = gff

D
g f = gf

So (f, g) is Drazin. Now by [DV.1′] we have that (f, g) = (ff
D
g f, gg

D
f g). Then Proposi-

tion 7.24.(i) tells us that (f, g) = (ff
D
g f, gg

D
f g) is the Drazin inverse of (f

D
g , g

D
f ).

7.26. Proposition. (f, g) ∶ A // Boo is a Drazin inverse if and only if (f, g) is Drazin

and both (f, f
D
g ) and (g

D
f , g) are binary idempotents.

Proof. For (⇒), this is simply Lemma 7.24. For (⇐), since by assumption (f, g) is
Drazin (so [DV.2] and [DV.3] hold), by Lemma 7.25 we need only show that [DV.1′]

holds. However this is immediate since (f, f
D
g ) and (g

D
f , g) are binary idempotents. So

by Lemma 7.25 we get that (f, g) is a Drazin inverse.

7.27. Corollary. If (f, g) ∶ A // Boo is a Drazin inverse if and only if (f, g) is Drazin,
ind((f, g)) ≤ 1,and satisfies [DV.1′] ff

D
g f = f and gg

D
f g = g.

Proof. For (⇒), by Proposition 7.24.(i), we get that (f, g) is Drazin with ind((f, g)) ≤ 1.
While that (f, g) and its Drazin inverse satisfy [DV.1′] follows Proposition 7.26 that

(f, f
D
g ) and (g

D
f , g) are binary idempotents. For (⇐), since by assumption (f, g) is

Drazin (so [DV.2] and [DV.3] hold), and also that [DV.1′] holds, by Lemma 7.25 we
get that (f, g) is a Drazin inverse.

7.28. Being Drazin in a Dagger Category. In this section, we consider Drazin
inverses in dagger categories. In particular, in the next section we will relate Drazin
inverses to another sort of generalized inverse that arises in dagger categories, called the
Moore-Penrose inverse.

Recall that a dagger category is a category X equipped with a contravariant functor
† ∶ Xop //X which is the identity on objects and involutive. Explicitly, this means that
for every map f ∶ A //B, there is a map of dual type f † ∶ B //A called the adjoint of
f such that (fg)† = g†f †, 1†

A = 1A, and f †† = f .
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For a more in-depth introduction to dagger categories, we refer the reader to [17].
There are plenty of examples of dagger categories: in particular, the category of opposing
maps itself is the cofree dagger category of a category [16, Definition 3.1.16]. Thus we
have already secretly been working with dagger categories!

Since the adjoint of an endomorphism is an endomorphism, it makes sense to ask
whether the adjoint of a Drazin endomorphism is Drazin. It turns out that the Drazin
inverse of the adjoint is the adjoint of the Drazin inverse:

7.29. Lemma. In a dagger category X, if x ∶ A //A is Drazin then x† ∶ A //A is also
Drazin where (x†)D = (xD)†.
Proof. Clearly, if x is Drazin in X then x is Drazin in Xop with xD as its Drazin inverse.
Since Drazin inverses are absolute by Proposition 3.13, it follows that x† is Drazin and
(x†)D = (xD)† as desired.

In a dagger category, for any arbitrary map f ∶ A // B, we get the opposing pair

(f, f †) ∶ A // Boo , which we call an adjoint opposing pair. When an adjoint opposing

pair (f, f †) is Drazin, it turns out that the Drazin inverse of the map over its adjoint,

that is f
D

f† , is the adjoint of the Drazin inverse of the adjoint over the map:

7.30. Lemma. In a dagger category X, if (f, f †) ∶ A // Boo has a Drazin inverse then:

(i) f
D

f† = ((f †)
D
f )† and so (f, f †)D is an adjoint pair;

(ii) The induced idempotents are †-idempotents, that is, e†
ff† = eff† and e†

f†f
= ef†f .

Proof. (i) If (f, f †) has a Drazin inverse, by Theorem 7.8 (f, f †) is Drazin, so ff † and
f †f are Drazin. Then using Corollary 7.11 and Lemma 7.29, we compute:

((f †)
D
f )† = (f(f †f)D)† = ((f †f)D)†f † = ((f †f)†)Df † = (f †f)Df † = f

D

f†

So f
D

f† = ((f †)
D
f )† as desired.

(ii) By Lemma 7.20.(i), we know that eff† = (f †)
D
f f

D

f† and ef†f = f
D

f† (f †)
D
f . However by

(i), we then get that eff† = (f
D

f† )
†

f
D

f† and ef†f = f
D

f† (f
D

f† )
†

– which implies that eff†

and ef†f are †-idempotents.

We can also precisely say when an adjoint opposing pair is the Drazin inverse of
another adjoint opposing pair.

7.31. Lemma. In a dagger category X, (f, f †) ∶ A // Boo is a Drazin inverse if and only

if (f, f †) is Drazin with ind(f, f †) ≤ 1 and ff
D

f† f = f .

Proof. For (⇒), this is immediate from Lemma 7.25. For (⇐), if ff
D

f† f = f , then

Lemma 7.30.(i) tell us that the dagger of this identity is precisely f †(f
D

f† )†f † = f †. Then
by applying Lemma 7.25, we get that (f, f †) is a Drazin inverse.
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7.32. The Moore-Penrose Inverse. The remainder of this section is dedicated to
discussing the relationship between Drazin opposing pairs and Moore-Penrose inverses.
For a more in-depth introduction to Moore-Penrose inverses and examples, we invite the
reader to see [6, 10].

In a dagger category X, a Moore-Penrose inverse [10, Def 2.3] of a map f ∶ A //B
is a map of dual type f ○ ∶ B //A such that:

[MP.1] ff ○f = f ; [MP.2] f ○ff ○ = f ○; [MP.3] (ff ○)† = ff ○; [MP.4] (f ○f)† = f ○f.

Like Drazin inverses, Moore-Penrose inverses are unique [10, Lemma 2.4]. Moreover,
if f has a Moore-Penrose inverse, then so does f †, where f †○ = f ○† [10, Lemma 2.5.(ii)].
We also observe that having a Moore-Penrose inverse gives a binary idempotent:

7.33. Lemma. In a dagger category X, if f ∶ A //B has a Moore-Penrose inverse if and
only if (f, f ○) is a binary idempotent whose induced idempotents are †-idempotents.

Proof. [MP.1] and [MP.2] ensure that it is a binary idempotent while [MP.3] and
[MP.4] ensure that the induced idempotents are †-idempotents.

Having a Moore-Penrose inverse can also be characterized in terms of Drazin inverses.
Specifically a map has a Moore-Penrose inverse if and only if its induced adjoint opposing
pair is a Drazin inverse.

7.34. Theorem. In a dagger category X, f ∶ A //B has a Moore-Penrose inverse if and

only if (f, f †) ∶ A // Boo is a Drazin inverse.

Note that being a Drazin inverse is a considerably stronger property than having a
Drazin inverse.

Proof. For (⇒), we show that (f
D

f† , (f †)
D
f )∶= (f ○, f ○†) satisfies the requirements from

Lemma 7.25.

[DV.1′] Using [MP.1], we have:

f †(f †)
D
f f † = f †f ○†f † = (ff ○f)† = f †

ff
D

f† f = ff ○f = f

[DV.2] Using [MP.2], we have:

f
D

f† ff
D

f† = f ○ff ○ = f ○ = f
D

f†

(f †)
D
f f †(f †)

D
f = f ○†f †f ○† = (f ○ff ○)† = f ○† = (f †)

D
f

[DV.3] Using [MP.3] and [MP.4], we have:

ff
D

f† = ff ○ = (ff ○)† = f ○†f † = (f †)
D
f f †

f
D

f† f = f ○f = (f ○f)† = f †f ○† = f †(f †)
D
f
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So by Lemma 7.25, (f, f †) is a Drazin inverse. In fact, (f, f †) is Drazin with Drazin
inverse (f ○†, f ○) and ind(f, g) ≤ 1.

For (⇐), by Corollary 7.27, (f, f †) is Drazin. So we will show that f ○ = f
D

f† satisfies the
four axioms of a Moore-Penrose inverse. However note that [MP.1] is precisely [DV.1′],
while [MP.2] is precisely [DV.3]. Now for [MP.3], using Lemma 7.30 and [DV.3], we
compute:

(ff ○)† = (f ○)†f † = (f
D

f† )†f † = (f †)
D
f f † = ff

D

f† = ff ○

While [MP.4] is shown using similar calculations. So we conclude that f has a Moore-
Penrose inverse.

In general, while not every map in a dagger category has a Moore-Penrose inverse, for
an adjoint opposing pair which is Drazin, the Drazin inverse of the map over its adjoint
always has a Moore-Penrose inverse.

7.35. Lemma. In a dagger category X, if (f, f †) ∶ A // Boo is Drazin then f
D

f† has a

Moore-Penrose inverse, where (f
D

f† )
○

= ff
D

f† f .

Proof. If (f, f †) is Drazin, by Lemma 7.30.(i), we have that (f
D

f† , (f
D

f† )†) is its Drazin
inverse. In other words, using Lemma 7.12, we get that ((f

D

f† )†, f
D

f† ) is the Drazin inverse

of the adjoint opposing pair (f †, f). Then by Theorem 7.34, f
D

f† has a Moore-Penrose

inverse given by (f
D

f† )
○

= ff
D

f† f .

Now a Moore-Penrose dagger category [10, Def 2.3] is a dagger category such
that every map has a Moore-Penrose inverse. Then by Theorem 7.34, we obtain a novel
equivalent description of when a dagger category is Moore-Penrose.

7.36. Corollary. A dagger category X is Moore-Penrose if and only if every adjoint
opposing pair is a Drazin inverse.

7.37. When Moore-Penrose is Drazin. We conclude with the natural question of
when the Drazin inverse and Moore-Penrose inverse coincide. For complex square matri-
ces, this happens precisely when the matrix is an EP matrix [6, Thm 7.3.4], which means
that it commutes with its Moore-Penrose inverse [6, Def 4.3.1]. Here we show that the
same holds true in an arbitrary dagger category.

7.38. Definition. In a dagger category X, a map f ∶ A //B is said to be EP if it has
a Moore-Penrose inverse and it commutes with it, that is, ff ○ = f ○f .

7.39. Definition. In a dagger category X, an endomorphism x ∶ A // A is said to be
Moore-Penrose-Drazin if x is Drazin such that its Drazin inverse is also its Moore-
Penrose inverse, xD = x○.
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7.40. Theorem. In a dagger category X, for an endomorphism x ∶ A //A, the following
are equivalent:

(i) x is Moore-Penrose-Drazin;

(ii) x is Drazin with ind(x) ≤ 1 and the induced idempotent ex is a †-idempotent;

(iii) x is EP.

Proof. For (i)⇒ (ii), by definition x is Drazin. Using [DV.3] and [MP.1], we compute:

x2xD = xxxD = xxDx = xx○x = x

So ind(x) ≤ 1. Now using [MP.3], we compute that:

e†x = (xxD)† = (xx○)† = xx○ = ex

So e†x is a †-idempotent.
For (ii) ⇒ (iii), we show that xD satisfies the four Moore-Penrose inverse axioms.

However, note that since ind(x) ≤ 1, xD is a group inverse of x. Then [MP.1] and [MP.2]
are precisely the same as [G.1] and [G.2] respectively. Now since e†x is a †-idempotent,
meaning e†x = ex, which gives us precisely that (xxD)† = xxD and (xDx)† = xDx, which are
[MP.3] and [MP.4]. So x○ = xD is a Moore-Penrose inverse of x, and by [D.3], we also
have that xx○ = x○x.

For (iii)⇒ (i), we show that setting xD = x○ satisfies the three group inverse axioms.
However, note that [G.1] and [G.2] are the same as [MP.1] and [MP.2]. While [G.3]
is precisely the extra assumption xx○ = x○x. So x○ is a group inverse of x, which implies
that x is Drazin, whose Drazin inverse is its Moore-Penrose inverse. Thus, x is Moore-
Penrose-Drazin as desired.

In particular, for any map with a Moore-Penrose inverse, we always get two Moore-
Penrose-Drazin endomorphisms.

7.41. Lemma. In a dagger category X, if f ∶ A //B has a Moore-Penrose inverse, then
ff † and f †f are Moore-Penrose-Drazin.

Proof. By Theorem 7.34 and Corollary 7.27, (f, f †) is Drazin with ind(f, f †) ≤ 1, which
tells us that ff † and f †f are Drazin with ind(ff †) ≤ 1 and ind(f †f) ≤ 1 (where the index
inequalities comes from the proof of Theorem 7.8). While Lemma 7.30.(ii) tells us that
eff† and eff† are †-idempotents. So by Lemma 7.40, we conclude that ff † and f †f are
Moore-Penrose-Drazin.
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