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A NEW GALOIS STRUCTURE IN THE CATEGORY OF INTERNAL
PREORDERS

ALBERTO FACCHINI, CARMELO FINOCCHIARO AND MARINO GRAN

Abstract. Let PreOrd(C) be the category of internal preorders in an exact category
C. We show that the pair (Eq(C),ParOrd(C)) is a pretorsion theory in PreOrd(C), where
Eq(C) and ParOrd(C)) are the full subcategories of internal equivalence relations and of
internal partial orders in C, respectively. We observe that ParOrd(C) is a reflective
subcategory of PreOrd(C) such that each component of the unit of the adjunction is a
pullback-stable regular epimorphism. The reflector F : PreOrd(C) → ParOrd(C) turns
out to have stable units in the sense of Cassidy, Hébert and Kelly, thus inducing an
admissible categorical Galois structure. In particular, when C is the category Set of
sets, we show that this reflection induces a monotone-light factorization system (in the
sense of Carboni, Janelidze, Kelly and Paré) in PreOrd(Set). A topological interpretation
of our results in the category of Alexandroff-discrete spaces is also given, via the well-
known isomorphism between this latter category and PreOrd(Set).

Introduction

The category ParOrd(C) of internal partial orders in an exact [1] category C is reflective
in the category PreOrd(C) of internal preorders in C:

PreOrd(C) ⊥
F //

ParOrd(C).
U

oo (1)
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Here U : ParOrd(C)→ PreOrd(C) is the forgetful functor, and F : PreOrd(C)→ ParOrd(C)
is the reflector, which has a simple description (given in Section 1), and is such that each
component of the unit of the adjunction (1) is a pullback-stable regular epimorphism in
PreOrd(C).

We first show that the subcategory ParOrd(C) can be seen as a torsion-free subcategory
for a non-abelian torsion theory in the category PreOrd(C). In order to define a notion
of torsion theory in a category which does not have a zero object, such as PreOrd(C), the
notion of short exact sequence has to be made more flexible, as we now recall.

There is a natural notion of short N -exact sequence, which is defined relatively to an
ideal N of morphisms in the sense of Ehresmann [8] (see also [18, 12], and the references
therein).

By an ideal N of morphisms in a category A is meant a distinguished class of mor-
phisms in A with the following property: for any composable pair of morphisms

A
f // B

g // C (2)

in A, if either g or f belongs to N , then the composite gf belongs to N . When A is a
category and Z a (non-empty, full and replete) subcategory of A, we write N (A,B) for
the set of morphisms (in A) from A to B which factor through an object of Z. This class
of morphisms obviously forms an ideal N in A. The objects of Z, which fully determine
N , are called the trivial objects of A.

Given a morphism f : A→ B in A, one says that κ : K → A in A is an N -kernel of f
(or a Z-prekernel of f , following [9, 10]), if fκ ∈ N and, moreover, whenever λ : X → A
is a morphism in A with fλ ∈ N , there is a unique morphism λ′ : X → K in A such that
λ = κλ′.

Of course, if Z = {0}, so that Z is reduced to the zero-object 0 of A (when this
latter exists), the notion of N -kernel gives back the usual notion of kernel. The notion
of N -cokernel is defined dually, and we then get the needed general notion of short N -
exact sequence (also called Z-preexact sequence in [9, 10]). Indeed, a pair of composable
arrows as in diagram (2) is a short N -exact sequence if f is the N -kernel of g, and g is
the N -cokernel of f .

A pretorsion theory (T ,F) in A is a pair of (full replete) subcategories of A with
the following properties: if N is the ideal of morphisms associated with the full replete
subcategory Z := T ∧ F of trivial objects, then

(a) any morphism T → F from an object T ∈ T to an object F ∈ F belongs to N , i.e.
it factors through an element in Z;

(b) for any object A ∈ A there is a short N -exact sequence

T (A) k // A
p // F (A)

with T (A) ∈ T and F (A) ∈ F .
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This general notion of pretorsion theory [9, 10] includes the classical one in the pointed
case ([7, 3]), and is in particular suitable for our study of the reflection (1) above. Indeed,
in that example the pretorsion theory is given by the pair of (full replete) subcategories
(Eq(C),ParOrd(C)) in the category PreOrd(C), where Eq(C) is the category of internal
equivalence relations in C (see Lemma 1.3). The ideal N of morphisms consists then in
the morphisms in PreOrd(C) that factor through the objects in Z = Eq(C)∧ParOrd(C) =
Dis(C), where Dis(C) is the (full replete) subcategory of PreOrd(C) whose objects are the
discrete equivalence relations in C. The functor F : PreOrd(C)→ ParOrd(C) in (1) is the
reflector to the torsion-free subcategory ParOrd(C) of this pretorsion theory in PreOrd(C).
In Theorem 1.7 this reflector is shown to have stable units (in the sense of [6]), and the
corresponding factorization system (E ,M), where E is the class of morphisms inverted
by F and M the class of trivial coverings for the induced Galois structure (in the sense
of [13]) is described in Proposition 1.9. Note that any full reflective subcategory with
a reflector having stable units always determines an admissible Galois structure (with
respect to the classes of all morphisms in both the categories, see [4] for more details).
The class M∗ of coverings for this Galois theory is then described in the special case
where C is the exact category Set of sets (Proposition 2.4). The classM∗ is also part of a
monotone-light factorization system (E ′,M∗) (in the sense of [4]), where E ′ is the subclass
of E whose elements are the morphisms in E which are pullback stable (Proposition 2.8).

It is well known that the category PreOrd(Set) of internal preorders in the category
of sets is isomorphic to the category of Alexandroff-discrete topological spaces. Thanks
to this topological interpretation the monotone-light factorization system for PreOrd(Set)
admits an alternative description, given in Proposition 2.14. In particular, the coverings
induced by the Galois structure mentioned above are precisely the continuous maps that
have T0 fibres. The fact that the reflector F : PreOrd(Set)→ ParOrd(Set) has stable units
was already mentioned in Xarez’s thesis [21], where some monotone-light factorization
systems in the category Cat of (small) categories were also investigated.

Acknowledgement. The authors would like to thank to the anonymous referee for
several useful suggestions on the first version of the paper.

1. Internal preorders in an exact category.

In this section C will denote an exact category [1]. This means that:

� C is a finitely complete category;

� any morphism f : A→ B in C has a (unique) factorization f = ip

A
f //

p     @
@@

@@
@@

@ B

I
>> i

>>~~~~~~~~
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where p is a regular epimorphism and i is a monomorphism (the subobject i : I → B
will be called the regular image of f);

� regular epimorphisms are pullback-stable: in any pullback

E×BA
p2 // //

p1
��

A

f
��

E p
// // B

the morphism p2 is a regular epimorphism whenever p is so;

� any (internal) equivalence relation 〈r1, r2〉 : R → X ×X on an object X in C is
effective, i.e., R is the kernel pair

R
r2 //

r1
��

X

f
��

X
f
// Y.

of some arrow f : X → Y in C. The kernel pair of f will be denoted by Eq(f).

Any variety of universal algebras is an exact category, in particular the varieties of
(pointed) sets, semigroups, monoids, commutative monoids, groups, abelian groups, Lie
algebras, (commutative) rings, etc. Any elementary topos is an exact category, as is also
any abelian category. The categories of C∗-algebras and the category of compact Haus-
dorff spaces are also exact. It is well known that the category Top of topological spaces
is not exact, since regular epimorphisms are not pullback-stable.

Given two relations 〈r1, r2〉 : R → X × Y and 〈s1, s2〉 : S → Y × Z in an exact cat-
egory, their relational composite S ◦R → X × Z can be defined as follows: take the
pullback

R×Y S
p2 //

p1
��

S

s1
��

R r2
// Y

of r2 and s1, and then the regular image S ◦R of the arrow 〈r1p1, s2p2〉:

R×Y S
〈r1p1,s2p2〉 //

&& &&MM
MMM

MMM
MM

X × Z.

S ◦R
88

88qqqqqqqqqq

In the category Set of sets one clearly has

S ◦R = {(x, z) ∈ X × Z | ∃y ∈ Y, (x, y) ∈ R, (y, z) ∈ S},
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i.e. the usual composite of the relations S and R. It is well known that the composition
of relations is associative when C is a regular category, thus in particular when C is an
exact category.

Consider then the category PreOrd(C) of (internal) preorders in C. An object (A, ρ)
in PreOrd(C) is simply a relation 〈r1, r2〉 : ρ→ A×A on A that is reflexive, i.e. it contains
the “discrete relation” 〈1A, 1A〉 : A → A × A on A - the “equality relation”, denoted by
∆A - and ρ is transitive: there is a morphism τ : ρ ×A ρ → ρ such that r1τ = r1p1 and
r2τ = r2p2, where ρ×A ρ is the “object part” of the pullback

ρ×A ρ
p2 //

p1

��

ρ

r1
��

ρ r2
// A.

A morphism (A, ρ)→ (B, σ) in the category PreOrd(C) is a pair of morphisms (f, f)
in C making the following diagram commute:

ρ

r2
��

r1
��

f // σ

s2
��

s1
��

A
f
// B.

By this we mean that fr1 = s1f and fr2 = s2f (this convention will occur often in
the sequel). The category Eq(C) is the full subcategory of PreOrd(C) whose objects are
(internal) equivalence relations in C, that is, those preorders (A, ρ) in C that are also
symmetric: this means that there is a morphism γ : ρ → ρ with r1γ = r2 and r2γ = r1.
Equivalently, one can ask that ρo = ρ, where ρo = 〈r2, r1〉 : ρ → A × A is the opposite
relation of ρ = 〈r1, r2〉 : ρ → A × A. ParOrd(C) will denote the category of (internal)
partial orders in C, where a preorder (A, ρ) is a partial order when, moreover, the relation
ρ is also antisymmetric. This property can be expressed by the fact that the subobject
∼ρ= ρ ∧ ρo obtained as the diagonal of the pullback

∼ρ //

��

ρo

〈r2,r1〉
��

ρ
〈r1,r2〉

// A× A,

(3)

is the discrete relation (A,∆A) on A.

1.1. Remark. Given any preorder (A, ρ), the relation ∼ρ defined by the pullback
(3) is an equivalence relation: indeed, ∼ρ is obviously reflexive and transitive, and it is
symmetric since

∼oρ= (ρ ∧ ρo)o = ρo ∧ ρ = ∼ρ.



A NEW GALOIS STRUCTURE IN THE CATEGORY OF INTERNAL PREORDERS 331

1.2. Remark. It is clear that a preorder (A, ρ) belongs to both Eq(C) and ParOrd(C)
if and only if the order relation ρ is the discrete relation ∆A on A, since in that case
∆A = ∼ρ = ρ ∧ ρo = ρ. If we write Disc(C) for the full subcategory of PreOrd(C) whose
objects are the preorders (A,∆A) equipped with the discrete relation, then

Eq(C) ∧ ParOrd(C) = Dis(C).

In this section N will always denote the ideal of morphisms in PreOrd(C) that factor
through its full subcategory Dis(C) of discrete relations.

1.3. Lemma. The pair of full subcategories (Eq(C),ParOrd(C)) is a pretorsion theory in
PreOrd(C).

Proof. Let us first prove that any (f, f) : (A,R)→ (B, σ) in PreOrd(C)

R

||
r2
��

r1
��

f // σ

s2
��

s1
��

Eq(f) //// A
f
// B

where (A,R) ∈ Eq(C) and (B, σ) ∈ ParOrd(C), is a morphism in N . For this one observes
that

f(R) = f(R ∧Ro) ≤ f(R) ∧ f(R)o ≤ σ ∧ (σ)o = ∼σ = ∆B,

where R = R ∧ Ro since R is symmetric, and the last equality follows from the fact that
(B, σ) is a partial order.

Next, given any preorder (A, ρ) on A, build the canonical quotient π : A → A
∼ρ (the

coequalizer of p1 and p2), that exists since the category C is exact. In the diagram

ρ
π // //

r2

��
r1

��

π(ρ)

����
∼ρ

p1 //

i

@@

p2
// A π

// // A
∼ρ

the dotted arrow i exists since ∼ρ≤ ρ by definition of ∼ρ, whereas π(ρ) is the regular
image of ρ along π. The induced relation π(ρ) on A

∼ρ is reflexive and transitive. Indeed, it

is clear that π(ρ) is reflexive and, by using the formula π(ρ) = π ◦ρ◦πo giving the regular
image of the relation ρ along the regular epimorphism π, we see that π(ρ) is transitive:

(π ◦ ρ ◦ πo) ◦ (π ◦ ρ ◦ πo) = π ◦ ρ ◦ (πo ◦ π) ◦ ρ ◦ πo = π ◦ ρ ◦ ∼ρ ◦ ρ ◦ πo ≤ π ◦ ρ ◦ πo.

The formula for the inverse image along π gives the inequality

π−1(π(ρ)) = πo ◦ π ◦ ρ ◦ πo ◦ π = ∼ρ ◦ ρ ◦ ∼ρ≤ ρ,
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showing that ρ = π−1(π(ρ)). Diagrammatically, this means that the following square,
yielding the regular image factorization, is a pullback:

ρ
π // //

〈r1,r2〉
��

π(ρ)

��
A× A

π×π
// // A
∼ρ ×

A
∼ρ .

(4)

We can now show that π(ρ) is antisymmetric: indeed, in the cube

∼ρ π̃ //

��

$$II
III

II ∼π(ρ)

��

((RR
RRR

RRR

ρo

��

π // //π(ρo) = π(ρ)o

��

ρ
π
// //

##F
FF

FF
FF

F π(ρ)

''PP
PPP

PPP

A× A
π×π

// // A
∼ρ ×

A
∼ρ

the left-hand square and the bottom square are both pullbacks, and the commutativity
of the diagram implies that the external rectangle here below is a pullback:

∼ρ π̃ //

��

∼π(ρ) //

��

π(ρ)

��
ρo

π
// // π(ρ)o // A

∼ρ ×
A
∼ρ

Since the right-hand square is a pullback, we deduce that the left-hand square is a pullback
as well, and the induced arrow π̃ is then a regular epimorphism, since so is π. It follows
that ∼π(ρ)= π(∼ρ) = ∆ A

∼ρ
, and the relation ∼π(ρ) is antisymmetric.

For any preorder (A, ρ), the canonical short N -exact sequence is then given by the
diagram

∼ρ i //

p2

��
p1

��

ρ
π // //

r2

��
r1

��

π(ρ)

����
A A π

// // A
∼ρ

(5)

where (A,∼ρ) is an equivalence relation by Remark 1.1, and ( A
∼ρ , π(ρ)) is a partial order.

To see that (π, π) is theN -cokernel of (1A, i), observe that by definition of π the composite
(π, π)(1A, i) belongs to N . One then considers a morphism (g, g) : (A, ρ)→ (B, σ) in N ,
so that gp1 = gp2. The universal property of the quotient π yields a unique α such that
απ = g and the result then follows (one checks that there is a unique α : π(ρ) → σ such
that (α, α)(π, π) = (g, g)).
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Dually, we now show that (1A, i) is the N -kernel of (π, π). To show that (1A, i) is
the N -kernel of (π, π), consider then a morphism (f, f) : (B, τ) → (A, ρ) in PreOrd(C)
such that (π, π)(f, f) ∈ N . There is clearly only one possible arrow f : B → A such that
1Af = f , and it remains to show that there is a (unique) f̂ : τ → ∼ρ making the square

τ
f̂ //

t2
��

t1
��

∼ρ
p2
��

p1
��

B
f
// A

commute. The fact that (π, π)(f, f) factors through a discrete equivalence relation implies
that πft1 = πft2. The equivalence relation ∼ρ is the kernel pair of its coequalizer π (since

C is an exact category), and its universal property gives the needed morphism f̂ .

1.4. Corollary. There is an adjunction

PreOrd(C) ⊥
F //

ParOrd(C),
U

oo (6)

where U is the forgetful functor and F is its left adjoint. Moreover, ParOrd(C) is a (regular
epi)-reflective subcategory of PreOrd(C) .

Proof. We already know that ParOrd(C) is a reflective subcategory of PreOrd(C) , be-
cause it is the torsion-free subcategory in the pretorsion theory (Eq(C),ParOrd(C)) in
PreOrd(C) (see Corollary 3.4 in [10], although in this case it can be easily deduced from
the arguments in Lemma 1.3). The morphism (π, π) in the N -exact sequence (5) is the
(A, ρ)-component of the unit of the adjunction (6), and this is a pullback-stable regular
epimorphism in PreOrd(C) (since the square (4) is a pullback).

1.5. Corollary. Let C be an exact category, A an object in C. Then there is a bijection
between:

(a) preorder structures (A, ρ) on A;

(b) pairs (R,≤) where R is an equivalence relation on A, and ≤ is a partial order on
the quotient A

R
:

≤

����
R //// A q

// A
R
.

(7)

Proof. We proved in Lemma 1.3 that, given a preorder (A, ρ), there is an equivalence
relation ∼ρ on A with the property that the quotient ( A

∼ρ , π(ρ)) is a partial order. The

required pair (R,≤) in (b) is then the pair (∼ρ, π(ρ)).
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Conversely, given a pair (R,≤) as in (b) and the corresponding diagram (7), one can
complete it by taking the inverse image q−1(≤) of ≤ along q:

q−1(≤)
q // //

����

≤

����
R //// A q

// // A
R
.

(8)

The relation (A, q−1(≤)) is reflexive and transitive, because so is (A
R
,≤).

On the one hand, if we apply the reflector F of (6) to (A, q−1(≤)), we get the pair
(R,≤) again (up to isomorphism): indeed, the assumption that (A

R
,≤) is a partial order

implies that

∼q−1(≤) = q−1(≤) ∧ q−1(≤)o = q−1(≤) ∧ q−1(≤o) = q−1(≤ ∧ ≤o) = q−1(∆A
R

) = R,

and one clearly has that q(q−1(≤)) =≤ (see diagram 8).
On the other hand, if we begin with a preorder (A, ρ), the fact that the diagram (4) is a

pullback implies that ρ = π−1(π(ρ)). This shows that the correspondence is a bijection.

Let A be a reflective subcategory of a category B

B ⊥
G //

A
V

oo (9)

with V the inclusion functor and G its left adjoint. The reflector G : B → A has stable
units [6] if it preserves any pullback of the form

P
p2 //

p1
��

X

φ
��

A
ηA

// G(A),

where ηA is the A-component of the unit η of the adjunction (9). This property can be
seen to be equivalent to the property that the components of the unit are pullback-stable,
in the sense that, for any square as above, one has an isomorphism p2 ∼= ηP . When this
is the case, it follows in particular that A is a semi-localization of B [19]: indeed, by
definition, for a reflector G : B→ A having stable units is a stronger condition than being
semi-left-exact in the sense of [6]. The following well known lemma will be needed:

1.6. Lemma. Consider the following morphism of equivalence relations

R
f //

r1
��
r2
��

S

s1
��
s2
��

X
f
// Y
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in an exact category C. Then f−1(S) = R if and only if the unique induced arrow
φ : X/R→ Y/S making the square

X
f //

qR
����

Y

qS
����

X/R
φ
// Y/S

commute is a monomorphism.

Proof. When f−1(S) = R, the equivalence relation (R, r1, r2) is the kernel pair of qSf . In
this case φqR is simply the usual factorization of qSf as a regular epimorphism followed by
a monomorphism. Conversely, assume that φ is a monomorphism. If (T, t1, t2) is another
equivalence relation on X and (f, f̂) : (T, t1, t2) → (S, s1, s2) a morphism of equivalence
relations, one sees that qRt1 = qRt2 (since φqRt1 = φqRt2). The universal property of
the kernel pair (R, r1, r2) of qR implies that there is a unique α : T → R in C such that
(f, f)(1X , α) = (f, f̂), as desired.

1.7. Theorem. Given any exact category C, the reflector F : PreOrd(C) → ParOrd(C)
in the adjunction (6) has stable units. That is, the functor F preserves any pullback in
PreOrd(C) of the form

ρ×πX(ρ) σ
p2 // //

p1

��

l1 ''OO
OOO

OOO
OOO

OO l2

''OO
OOO

OOO
OOO

OO
σ

f

��

s1

&&LL
LLL

LLL
LLL

LLL
L

s2

&&LL
LLL

LLL
LLL

LLL
L

X ×Y Z p2
// //

p1

��

Z

f

��

ρ

r1

&&MM
MMM

MMM
MMM

MMM
MMM

r2

&&MM
MMM

MMM
MMM

MMM
MMM

πX // //πX(ρ)

t1
%%KK

KKK
KKK

KKK
K

t2

%%KK
KKK

KKK
KKK

K

X πX
// // X

∼ρ = Y

(10)

where the bottom square is the (X, ρ)-component of the unit of the adjunction (6).

Proof. First note that p2 and p2 in the cube (10) are regular epimorphisms since both
πX and πX are regular epimorphisms. The image of the cube (10) by the reflector F is
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the commutative diagram

πX×Y Z(ρ×πX(ρ) σ)
F (p2) // //

F (p1)

��

m1
((PP

PPP
PPP

PPP
PPP

P
m2

((PP
PPP

PPP
PPP

PPP
P πZ(σ)

��

s′1 ""D
DD

DD
DD

DD
D

s′2

""D
DD

DD
DD

DD
D

X×Y Z
∼ F (p2)

// //

F (p1)

��

Z
∼σ

F (f)

��

πX(ρ)

t1
((RR

RRR
RRR

RRR
RRR

RRR t2

((RR
RRR

RRR
RRR

RRR
RRR

1πX (ρ)

πX(ρ)

t1
##G

GG
GG

GG
GG

G
t2

##G
GG

GG
GG

GG
G

Y
1Y

Y

(11)

where we write ∼ instead of ∼ρ×πX (ρ)σ to simplify the notations. Note that F (p2) and

F (p2) are both regular epimorphisms, since so are p2 and p2. Accordingly, to prove
the result, it will suffice to show that F (p2) and F (p2) are monomorphisms (and then
isomorphisms), since this will imply that both the back and the front faces in the cube
(11) are pullbacks. For this, consider the commutative diagram

ρ×π(ρ) σ

〈l1,l2〉

��

p2 // σ

〈s1,s2〉

��
(X ×Y Z)× (X ×Y Z)

p2×p2
// Z × Z,

and observe that it is a pullback, i.e., that p2
−1(σ) = ρ×π(ρ) σ, since in the following

diagram both the external rectangle and the right-hand square are pullbacks:

ρ×πX(ρ) σ
〈l1,l2〉 //

p2

��

(X ×Y Z)× (X ×Y Z)

p2×p2

��

p1×p1 // X ×X

πX×πX

��
σ

〈s1,s2〉
// Z × Z

f×f
// Y × Y.

This implies that

(ρ×πX(ρ) σ)o

〈l2,l1〉

��

p2 // σo

〈s2,s1〉

��
(X ×Y Z)× (X ×Y Z)

p2×p2
// Z × Z,
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is a also pullback and, consequently, the commutative square

∼

��

// ∼σ

��
(X ×Y Z)× (X ×Y Z)

p2×p2
// Z × Z,

is a pullback (since ∼ = (ρ×πX(ρ)σ) ∧(ρ×πX(ρ) σ)o and ∼σ = σ ∧ σo). This means that
p−12 (∼σ) = ∼ and, by Lemma 1.6, it follows that F (p2) : X×Y Z

∼ → Z
∼σ is a monomorphism.

It follows that the arrow 〈s′1, s′2〉F (p2) = F (p2)×F (p2)(m1,m2) is a monomorphism, thus
F (p2) is a monomorphism, hence an isomorphism, as desired.

We will write Cat(C) for the category of internal categories and internal functors in
C. This category contains the category PreOrd(C) as a full subcategory. Xarez proved in
[20] (Corollary 5.2) that the reflector

Cat(C) ⊥
G //

PreOrd(C)
V

oo

has stable units, under some suitable assumptions on C that are certainly satisfied when
C is an exact category. Accordingly, we have the following

1.8. Corollary. When C is an exact category, the reflector L : Cat(C)→ ParOrd(C) in
the adjunction

Cat(C) ⊥
L //

ParOrd(C)
W

oo (12)

has stable units.

Proof. The adjunction (12) can be decomposed as the composite adjunction

Cat(C) ⊥
G //

PreOrd(C)
V

oo ⊥
F //

ParOrd(C),
U

oo

where V U = W and L = FG. Since the composite of two reflectors with stable units is
itself a reflector with stable units, the result then follows from Corollary 5.2 in [20] and
from Theorem 1.7 above.

Since the reflector F : PreOrd(C)→ ParOrd(C) in (6) has stable units, and is therefore
semi-left-exact, the class E of morphisms inverted by the reflector F in (6) and the class
M, that is the closure under pullbacks of morphisms lying in ParOrd(C), determine a
(reflective) factorization system (E ,M) in PreOrd(C). This follows from the general theory
of factorization systems [6]. Thanks to the fact that the reflector F is semi-left-exact, we
know that the class E is stable under pullbacks along morphisms inM, and this latter class
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admits a simple description. Indeed, the canonical (E ,M)-factorization me of a morphism
f : (A, ρ)→ (B, σ) in PreOrd(C) can be easily obtained via the following pullback:

A

f

**UUU
UUUU

UUUU
UUUU

UUUU
UUUU

UUUU
UUUU

UUUU
U

πA

��7
77

77
77

77
77

77
77

77
77

77
77

77

e∈E

%%
F (A)×F (B) B

��

m∈M
// B

πB

��
F (A)

F (f)
// F (B).

The two classes (E ,M) in PreOrd(C) can be explicitly described as follows:

1.9. Proposition. Given the adjunction (6), consider the associated factorization sys-
tem (E ,M). Then

(a) a morphism

ρ

r2
��

r1
��

f // σ

s2
��

s1
��

A
f
// B

(13)

in PreOrd(C) is in the class E if and only if it is fully faithful, i.e. the square

ρ

��

f // σ

��
A× A

f×f
// B ×B

(14)

is a pullback and, moreover, the induced arrow A
∼ρ →

B
∼σ is a regular epimorphism.

(b) a morphism (13) is in the class M if and only if both the commutative squares

∼ρ

����

f̂ // ∼σ

����
A

f
// B

are pullbacks. This means that the internal functor (f, f̂) : (A,∼ρ) → (B,∼σ) is a
discrete fibration.



A NEW GALOIS STRUCTURE IN THE CATEGORY OF INTERNAL PREORDERS 339

Proof. (a) First observe that the assumption that the square (14) is a pullback implies
that the following square is also a pullback:

∼ρ��

��

f̂ // ∼σ��

��
A× A

f×f
// B ×B

(15)

Indeed, this easily follows from the construction of ∼ρ (and ∼σ) as pullbacks (see (3)).
Then, by applying Lemma 1.6 to the commutative diagram

A

πA

��

f // B

πB

��
A
∼ρ F (f)

// B
∼σ

(16)

we see that F (f) is a monomorphism if and only if the square (15) is a pullback. It
follows that F (f) is an isomorphism if and only (15) is a pullback and F (f) is regular
epimorphism. To complete the proof of (a) observe that the internal functor (13) is fully
faithful if and only if the external rectangle in the following diagram is a pullback:

ρ

〈r1,r2〉

��

πA // πA(ρ)

��

F (f) // πA(σ)

��
A× A

πA×πA
// A
∼ρ ×

A
∼ρ F (f)×F (f)

// A
∼σ ×

A
∼σ

By taking into account that πA × πA is a regular epimorphism and that the left square
is a pullback (see (4)), we conclude by Proposition 2.7 in [14] that this is also equivalent
to the property that its right square is a pullback, hence to the fact that F (f) is an
isomorphism.

The condition (b) is a consequence of the fact that (f, f) is in M if and only if its
naturality square is a pullback in PreOrd(C). This latter condition is easily seen to be
equivalent to the fact that the square (16) is a pullback in C.

Goursat categories. A regular category C is a Goursat category [5] when, for any pair
R and S of equivalence relations on the same object in C, one has the equality R◦S ◦R =
S ◦ R ◦ S. In the varietal context this property becomes the so-called 3-permutability of
congruences, which is slightly more general than the well-known 2-permutability property,
and is usually referred to as the Mal’tsev property in categorical algebra. Examples of
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regular Goursat categories are provided by the varieties of groups, abelian groups, R-
modules, associative algebras, Lie algebras, quasigroups, boolean algebras, implication
algebras, Heyting algebras, and topological groups. When C is a Goursat category, then
PreOrd(C) is the category Eq(C) of equivalence relations in C, since any reflexive and
transitive relation in C is symmetric [17]. The category Eq(C) is itself regular [11], and
its full subcategory ParOrd(C) of partial orders coincides with the full subcategory Dis(C)
of discrete equivalence relations in C, since, for any partial order (A, ρ), one has that
ρ = ρ ∧ ρ = ρ ∧ ρo = ∆A. More generally, by taking into account the results in [17], we
have the following:

1.10. Proposition. In a Goursat category the forgetful functors Eq(C) → PreOrd(C)
and Dis(C) → ParOrd(C) are isomorphisms. More generally, this is the case in any n-
permutable regular category (in the sense of [5]). In the exact Goursat case, the adjunction
(6) becomes the adjunction

Eq(C) ⊥

π0 //
Dis(C),

U
oo

where the left adjoint π0 is the classical “connected component functor”, sending an equiv-
alence relation to the coequalizer of its projections.

The reflector in this latter adjunction is known to be semi-left-exact [6] (even when
the base category is only assumed to be exact, see [2]).

2. Monotone-light factorization system for preordered sets.

From now on we shall assume that C is the category Set of sets. In this case we shall
give a precise characterization of the class M∗ of coverings in the sense of categorical
Galois theory [13] with respect to the adjunction (6), and then prove the existence of a
monotone-light factorization system in PreOrd(Set).

Recall that, given a full reflective subcategory A of a category B as in (9) with a semi-
left-exact reflector G : B → A, a morphism f : A → B is a covering with respect to the
adjunction (9) when there is an effective descent morphism p : E → B with the property
that the first projection p1 : E ×B A→ E in the pullback

E ×B A
p2 //

p1
��

A

f
��

E p
// B

(17)

belongs to M, i.e., p1 is a trivial covering. In the category PreOrd(Set) the effective
descent morphisms have been characterized as follows (see Proposition 3.4 [16]):
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2.1. Lemma. A morphism

ρ

r2
��

r1
��

p // σ

s2
��

s1
��

E p
// B

is an effective descent morphism in PreOrd(Set) if and only if, given elements b1, b2, b3 ∈ B
such that b1σb2 and b2σb3, there are elements e1, e2, e3 in E such that e1ρe2 and e2ρe3 with
p(ei) = bi, for i = 1, 2, 3.

2.2. Proposition. Let (B, ρ) be a preordered set. Then there exists a partially ordered
set (A,≤) and an effective descent morphism p : (A,≤)→ (B, ρ) in PreOrd(Set).

Proof. Keeping in mind [9, Proposition 2.2] or the proof of Lemma 1.3, the preorder ρ
induces an equivalence relation ∼ρ on B and a partial order ≤ρ:= π(ρ) on the quotient
set B/∼ρ, defined by setting [b] ≤ρ [b′] if, and only if, bρb′. The canonical projection
π : (B, ρ)→ (B/∼ρ,≤ρ) is a morphism of preordered sets. Now, let {1, 2, 3} be endowed
with the usual order ≤, let B be endowed with the discrete partial order = and let
Γ := (B/∼ρ)×{1, 2, 3}×B, equipped with the lexicographic order � (it is partial order,
because it is induced by the partial orders ≤ρ,≤,=). Consider the subset

A := {([b], i, β) ∈ Γ | β ∈ [b]}

of Γ, endowed with the partial order induced by �, and let p : (A,�) → (B, ρ) be the
mapping such that p([b], i, β) := β, for any ([b], i, β) ∈ A. We claim that p is a morphism
of preordered sets. Indeed, if ([b], i, β), ([b′], i′, β′) ∈ A and ([b], i, β) � ([b′], i′, β′), then we
have two cases. If [b] = [b′], then β ∼ρ b ∼ρ b′ ∼ρ β′ and, a fortiori (since ∼ρ is coarser
than ρ), βρβ′. If [b] 6= [b′], then we must have [b] <ρ [b′], and thus bρb′. Since β ∼ρ b
and b′ ∼ρ β′, we infer again βρβ′. By definition, p is surjective. Now let b1, b2, b3 ∈ B be
such that b1ρb2 and b2ρb3. For any i ∈ {1, 2, 3}, let ζi := ([bi], i, bi) ∈ A, and note that, by
definition, p(ζi) = bi. By Lemma 2.1, the conclusion will follow if we prove that ζ1 � ζ2
and that ζ2 � ζ3. We only prove that ζ1 � ζ2 (the other statement has a similar proof).
In the case [b1] = [b2], the inequality 1 ≤ 2 implies ζ1 � ζ2. Suppose now [b1] 6= [b2]. Then
b1ρb2 implies [b1]≤ρ[b2] and thus ζ1 � ζ2. The proof is now complete.

The following remark will be useful:

2.3. Lemma. Consider a morphism

ρ

r2
��

r1
��

f // σ

s2
��

s1
��

A
f
// B

in PreOrd(Set) such that (B, σ) is a partial order, and any fibre (f−1(b), ρ) is a partial
order (for any b ∈ B). Then (A, ρ) is a partial order.
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Proof. Consider two elements a, a′ in A with the property that aρa′ and a′ρa. One then
has that f(a)σf(a′) and f(a′)σf(a), so that f(a′) = f(a) and then both a and a′ belong
to the same fibre f−1(f(a)), which is a partial order by assumption, and a = a′.

2.4. Proposition. A morphism f : (A, ρ) → (B, σ) in Preord(Set) is a covering with
respect to the adjunction (6) if and only if any fibre (f−1(b), ρ) belongs to ParOrd(Set) for
every b ∈ B.

Proof. Let us first prove that any covering f : (A, ρ)→ (B, σ) has its fibres in ParOrd(Set).
Consider a pullback (17), where p is an effective descent morphism and p1 a trivial cov-
ering. In particular the map p is surjective (by Lemma 2.1): for each b ∈ B there is an
e ∈ E with p(e) = b and, moreover, p−11 (e) ∼= f−1(b). Since p1 is a trivial covering, the
following square is a pullback:

E ×B A
ηE×BA//

p1

��

F (E ×B A)

F (p1)

��
E ηE

// F (E)

Then, each fibre f−1(b) ∼= p−11 (e) is also isomorphic to F (p1)
−1(ηE(e)) ∈ ParOrd(Set).

Conversely, assume that each fibre f−1(b) belongs ParOrd(Set), for b ∈ B. By Propo-
sition 2.2 one can then “cover” B with an effective descent morphism p : E → B, with
the domain E in ParOrd(Set), and build the pullback (17). We see that p1 satisfies the
assumptions of Lemma 2.3, so that p1 : E ×B A → E lies in ParOrd(Set), and f is a
covering, as desired.

Note that the characterization of the coverings given in the proposition above is the
same as the one of the so-called locally semi-simple coverings in [15].

We are then ready to prove the following

2.5. Corollary. A morphism f : (A, ρ) → (B, σ) in Preord(Set) is a covering with
respect to the adjunction (6) if and only if its N -kernel KerN (f) is a partial order.

Proof. It suffices to check that any fibre f−1(b) is a partial order if and only if

KerN (f) = ρ ∧ Eq(f) ∈ ParOrd(Set).

Assume that KerN (f) = ρ ∧ Eq(f) ∈ ParOrd(Set) and consider a, a′ both in f−1(b), with
aρa′ and a′ρa. It follows that f(a) = b = f(a′), hence (a, a′) ∈ ρ ∧ Eq(f), so that a = a′.
Conversely, if any fibre f−1(b) belongs to ParOrd(Set), consider (a, a′) ∈ KerN (f) such
that aρa′ and a′ρa. Then {a, a′} ⊂ f−1(f(a)), and a = a′ because f−1(f(a)) is a partial
order.
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We shall also prove that there is a monotone-light factorization system (E ′,M∗) (in
the sense of [4]) in PreOrd(Set), where E ′ is the class of morphisms that are stably in E .

2.6. Lemma. The following conditions are equivalent for a surjective morphism
f : (A, ρ)→ (B, σ) :

(a) f is fully faithful.

(b) KerN (f) = (A,Eq(f)) and f(ρ) = σ.

(c) Eq(f) ⊆ ρ and f is a regular epimorphism in PreOrd(Set).

Proof. (a) =⇒ (b). When f : (A, ρ)→ (B, σ) is fully faithful, we have

KerN (f) = (A,Eq(f) ∧ ρ) = (A, f−1(∆B) ∧ f−1(σ)) = (A, f−1(∆B)) = (A,Eq(f)).

(b) =⇒ (a). If Eq(f) = Eq(f) ∧ ρ and σ = f(ρ) = f ◦ ρ ◦ f o, we get that

f−1(σ) = f o ◦ σ ◦ f = f o ◦ (f ◦ ρ ◦ f o) ◦ f = Eq(f) ◦ ρ ◦ Eq(f) ≤ ρ,

and thus f−1(σ) = ρ, as desired.
Finally, the equivalence of (b) and (c) is a straightforward consequence of [16, Propo-

sition 2.2]

2.7. Proposition. Any morphism f : (A, ρ) → (B, σ) in PreOrd(Set) has a canonical
factorization

(A, ρ)
f //

e && &&NN
NNN

NNN
NNN

(B, σ)

( A
Eq(f)∧∼ρ , e(ρ))

m

77ppppppppppp

where e is the quotient, and m ∈M∗ is the unique morphism with me = f . Furthermore,
the surjective map e : (A, ρ)→ ( A

Eq(f)∧∼ρ , e(ρ)) is a fully faithful functor.

Proof. First observe that the map e is surjective by construction, and consider the
commutative diagram

Eq(f) ∧ ∼ρ //

f2

��
f1

��

ρ e //

r2

��
r1

��

e(ρ)

s2
��

s1
��

A A e
// // A
Eq(f)∧∼ρ .

The fact that KerN (e) =Eq(f) ∧ ∼ρ ≤ ρ implies that e is fully faithful (by Lemma 2.6,
since e is surjective).
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On the other hand, one can easily check that the square

Eq(f) ∧ ρ //

ε

��

ρ

e
����

Eq(m) ∧ e(ρ) // e(ρ)

is a pullback, where the horizontal morphisms are the canonical inclusions, and ε is the
restriction of e to Eq(f) ∧ ρ. This implies that ε is surjective, and that

KerN (m) = (
A

Eq(f)∧ ∼ρ)
, Eq(m) ∧ e(ρ))

= (
A

Eq(f)∧ ∼ρ)
, e(Eq(f) ∧ ρ))

= F (KerN (f)) ∈ ParOrd(Set),

where F : PreOrd(Set) → ParOrd(Set) is the reflector. It follows from Corollary 2.5 that
m ∈M∗, as desired.

Let us denote by E the class of surjective maps f : (A, ρ)→ (B, σ) in Preord(Set) that
are fully faithful.

2.8. Proposition. The adjunction

PreOrd(Set) ⊥
F //

ParOrd(Set),
U

oo (18)

induces the monotone-light factorization system (E ,M∗).

Proof. To prove that E ⊂ E ′, consider a map e : (A, ρ) → (B, σ) in E . By Proposition
1.9 (a) we know that e belongs to E : indeed, e is fully faithful by definition of E , and
F (e) : A

∼ρ →
B
∼σ is clearly surjective, because e is surjective. Furthermore, it is easy to

see that the maps in E are stable under pullbacks: indeed, fully faithful functors between
preordered sets are pullback-stable, and so are surjective maps in Set. It follows that
E ⊂ E ′.

We then remark that (E ,M∗) is a factorization system. Indeed, in Proposition 2.7 we
have shown the existence of an (E ,M∗)-factorization of any morphism in C. Clearly, both
the classes E and M∗ are stable by composition with isomorphisms. Let us then show
that these two classes of morphisms are orthogonal. Consider a commutative square

(A, ρ) e //

u

��

(B, σ)

v

��
(C, τ) m

// (D,ψ)
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where e ∈ E and m ∈ M∗. Since KerN (e) = (A,Eq(e)) (Lemma 2.6) and KerN (m) ∈
ParOrd(Set) (Corollary 2.5), we deduce that u : (A, ρ)→ (C, τ) coequalizes the projections
e1 : Eq(e)→ A and e2 : Eq(e)→ A of the kernel pair of e. It follows that there is a unique
α : (B, σ)→ (C, τ) such that αe = u, and this morphism is also such that mα = v.

The class E ′ is always orthogonal to the morphisms inM∗ (by Proposition 6.7 in [4]).
By taking into account that (E ,M∗) is a factorization system, we deduce that E ′ ⊂ E ,
and therefore E ′ = E as desired.

2.9. Remark. It would be interesting to extend Proposition 2.8 to a more general context
which would include the case of PreOrd(Set) as a special case. As a first step in this
direction it would be useful to generalize Proposition 2.2 to the category Preord(C), where
C is an exact category satisfying suitable additional conditions. We intend to investigate
this question in the future.

Topological interpretation. In what follows we will provide a description, in topo-
logical terms, of the morphisms in the classes E ′ and inM∗ determined by the adjunction
(18). In order to do this, it is useful to recall some topological preliminaries, for the
reader’s convenience. A topological space is called Alexandroff-discrete provided that
the intersection of any non-empty collection of open sets is open. As it is well-known,
the subcategory Alex of Top whose objects are Alexandroff-discrete spaces is canonically
isomorphic to the category Preord(Set) of preordered sets (whose morphisms are clearly
all monotone mappings). More precisely, given any preordered set (X, ρ), consider the
topology Tρ on X consisting of all subsets A of X such that, whenever a ∈ A and x ∈ X
is such that xρa, then x ∈ A. Then it is easily seen that (X, Tρ) is an Alexandroff-discrete
space. For every x0 ∈ X, let

{x0}←ρ := {x ∈ X | xρx0}, {x0}→ρ := {x ∈ X | x0ρx}.

Then, {x0}←ρ is open in X, equipped with the Alexandroff-discrete topology Tρ canon-
ically associated to ρ. More precisely, {x0}←ρ is the intersection of all open sets of
(X, Tρ) containing x0. Dually, {x0}→ρ is the closure of {x0}. Moreover, a mapping
f : (X, ρ) → (Y, σ) of preordered sets is a morphism in Preord(Set) if and only if f is
continuous, as a mapping (X, Tρ)→ (X, Tσ).

Now, let (X, T ) be any topological space. Then, T induces a natural preorder ≤T on
X defined by setting, for every x, y ∈ X, x ≤T y :⇐⇒ y ∈ {x}. If ρ is any preorder on X,
then ≤Tρ= ρ. Conversely, given any Alexandroff-discrete topology A, then A = T≤A . The
previous arguments show the well-known fact that the categories Alex and Preord(Set) are
isomorphic.

We state now a straightforward consequence of the discussion above. Recall that a
topology on a set X is a partition topology if every open set of the topology is clopen
(that is, there is a partition of the space X that is a basis for the topology).

2.10. Lemma. Let X be a topological space and let ρ denote the preorder induced by the
topology of X.
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(a) X is a T0 space if and only if ρ is a partial order.

(b) If X is Alexandroff-discrete, then the topology of X is a partition topology if and
only if ρ is an equivalence relation.

Proof. By definition, xρy if y ∈ {x}. Thus (a) is clear (and well-known).
(b). Assume that X has a partition topology, let x, y ∈ X be such that y ∈ {x}, and

take an open (and, by assumption, clopen) neighborhood Ω of x. Then y ∈ {x} ⊆ Ω = Ω,
proving that x ∈ {y} (notice that the assumption that X is Alexandroff-discrete is not
needed for this implication). Conversely, assume that ρ is an equivalence relation and
notice that, since X is an Alexandroff-discrete space, {x}←ρ is an open set (that coincides
with the equivalence class of x), for every x ∈ X. Now it is clear that each open set is the
union of the equivalence classes of its elements. It follows that the partition determined
by ρ is a basis for the given Alexandroff-discrete topology.

It is worth noting that in case X is not Alexandroff-discrete and the preorder induced
by the topology is an equivalence relation, the topology can fail to be a partition topology:
take for instance a set with at least two points equipped with any non trivial, connected
and T1 topology.

In view of Lemma 2.10 and the isomorphism between Preord(Set) and Alex, the fol-
lowing topological counterpart of Lemma 1.3 and Corollary 1.4 is now clear.

2.11. Proposition. Let T0Alex (resp., PartAlex) be the full subcategory of Alex whose
objects are the T0 Alexandroff-discrete spaces (resp., the Alexandroff-discrete spaces with
a partition topology).

(a) (PartAlex,T0Alex) is a pretorsion theory in Alex.

(b) T0Alex is a (regular epi-)reflective subcategory of Alex. More precisely there is an
adjunction

Alex ⊥
F //

T0Alex,
U

oo

where U is the forgetful functor and F is its left adjoint. For any object X in
Alex, the X-component of the unit of the adjunction is the canonical projection
πX : X → X0, where X0 is the T0 quotient of X (that is, X0 is the quotient space
of X obtained by identifying points that have the same closure).

2.12. Remark. It is worth noting that in [10, 6.6] a more general result is provided: if
Part (resp., T0) are the full subcategories of Top whose objects are spaces equipped with
a partition topology (resp., T0 spaces), then (Part,T0) is a pretorsion theory in Top.

The following fact is a topological form of [16, Proposition 2.2].
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2.13. Lemma. Let f : X → Y be a surjective morphism in Alex. Then the following
conditions are equivalent.

(a) f is a regular epimorphism (in Alex).

(b) The topology of Y is the finest Alexandroff-discrete topology on Y making f : X → Y
a continuous mapping.

Keeping in mind Proposition 2.8 and the discussion above, there is a monotone-light
factorization system (E ′,M∗) in the category Alex. The next goal is to describe it.

2.14. Proposition. Let (E ′,M∗) be the monotone-light factorization system in Alex in-
duced by the natural adjunction (b)

Alex ⊥
F //

T0Alex,
U

oo

and let f : A→ B be a morphism in Alex.

(a) f ∈M∗ if and only if each fibre of f is T0, as a subspace of A.

(b) f ∈ E ′ if and only if the following conditions are satisfied:

� f is surjective.

� The topology of B is the finest Alexandroff-discrete topology on B making f :
A→ B a morphism in Alex.

� Each fibre of f has the trivial topology.

Proof. Statement (a) immediately follows from Proposition 2.4 and Lemma 2.10(a).
(b). By Lemma 2.6 and Proposition 2.8, the class E ′ consists of all regular epimorphism

f : (A, ρ) → (B, σ) satisfying Eq(f) ⊆ ρ. By Lemma 2.13, the first two conditions of
statement (b) are equivalent to saying that f is a regular epimorphism. Thus, it is
sufficient to prove that a morphism f : (A, ρ) → (B, σ) satisfies Eq(f) ⊆ ρ if and only
if each fiber of f has the trivial subspace topology. Suppose Eq(f) ⊆ ρ, fix an element
b ∈ B and let Ω be an open subset of A such that V := Ω∩ f−1(b) is non-empty. Pick an
element v ∈ V and fix some x ∈ f−1(b). In particular, f(x) = b = f(v), that is xEq(f)v.
Since, by assumption, ρ is finer than Eq(f), it follows xρv, in particular, and since v ∈ Ω
and Ω is open we infer x ∈ Ω, that is x ∈ V , proving that V = f−1(Ω).

Conversely, assume that each fibre of f has the trivial topology, and take elements
x, y ∈ A such that f(x) = f(y) =: b. If x6ρy, U := f−1(b) \ {x} is a non-empty open
subspace of f−1(b) (since y ∈ U) and thus, by assumption, U = f−1(b), against the fact
that x ∈ f−1(b) \ U . The conclusion is now clear.
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